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Purpose of this tutorial

dMulticast on the Internet has been
introduced in 1986

dProvides a comprehensive overview of
multicast technologies that span almost
20 years of communication networks

dPresent the current technologies and
concerns

aShow future directions in multicasting



Outline

d « the past »

a Only protocols

0 One-size-fits-all philosophy
Qd « the present »

a Simpler communication models

0 New concerns for congestion control and fairness
d« the future »

a Interoperability with new network technologies

a New approaches, not necessarily based on IP
multicast
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This tutorial will...

A explain how multicast can change the way
people use the Internet

d present the main technologies behind
multicast, both at the routing and transport
level

1 show what are the main problems and how
they can be solved

d state on the current deployment of multicast
technologies and the problems encountered
for large scale deployment

Introduction



From unicast...

1 Sending same
data to many
receivers via
unicast is
inefficient

dPopular WWW
sites become
serious
bottlenecks

Introduction
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..Yo multicast on the Internet.

dNot n-unicast
from the sender
perspective

QEfficient one to

many data
distribution

d Towards low
latence, high
bandwidth
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New applications for the Internet

a high-speed www

o video-conferencing

a video-on-demand

a interactive TV programs

a remote archival systems

a tele-medecine, white board

o high-performance computing, grids

a virtual reality, immersion systems
o distributed interactive simulations/gaming...

Introduction 9



A whole new world for multicast...

Introduction



The delivery models (1)

A model 1: streaming (e.g. for audio/video)
a multimedia data requires efficiency due to its size

Q requires real-time, semi-reliable delivery

asynchronous

Introduction 11



The delivery models (2)

Amodel 2: push delivery

a synchronous model where delivery is
started at 10

o usually requires a fully reliable delivery,
limited number of receivers

o Ex: synchronous updates of software

t0, tx starts...

— L msion > e
T m l
receiver ready... ok, receiver leaves

Introduction 12



The delivery models (3)

d model 3: on-demand delivery

a popular content (video clip, software,update, etfc.)
is continuously distributed in multicast

Q users arrive at any time, download, and leave

0 possibility of millions of users, no real-time
constraint

T i

T —

receiver ready... ok, receiver leaves

Introduction 13



A very simple example in figures

AdFile replication (PUSH) with ftp
o 10MBytes file
a1 source, n receivers (replication sites)

a 512KBits/s upstream access

a h=100
- T,=4.55 hours

a0 n=1000
- T,= 1day 21 hours 30 mins!

Introduction
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A real example: LHC (Data6rid)

1 TIPS = 25,000 SpecInt95
PC (1999) = ~15 SpecInt95

“ ""‘ \ \
Q 7.

Online System ~~100 MBytes/sec

~PBytes/sec Offline Farm

Bunch crossing per 25 nsecs.
100 triggers per second
Event is ~1 MByte in size ~622

Mbits/sec
France Regional
~4TI ' Center
source DataGrid

Physicists work on analysis “channels”.

Each institute has ~10 physicists

100 - 1000 working on one or more channels

: %Lj = Wq_Mhits/sec
Workstationdes ge= i@% r Data for these channels should be

S cached by the institute server

Physics data cache _ )

o

Introduction
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Reliable multicast: a big win for
grids

SDSC IBM SP
1024 procs
5x12x17 =1020

\

NCSA Origin Array
| 256+128+128
| 5x12x(4+2+2) =48(

|

CPlant cluster
256 nodes

Data replications

Code & data transfers,
intferactive job submissions

224.2.01

Data communications for
distributed applications
(collective & gather
operations, sync. barrier)

Databases, directories

S EAS S S S==-

Multicast address
group 224.2.0.1

Introduction 16
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Wide-area interactive simulations

computer-based

I

sub-ra@eine simu

human in the loop
flight simulator

Introduction | 17



The challenges of multicast

SCALABILITY - SECURITY - TCP Friendliness - MANAGEMENT

SCALABILITY
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- Early group management

IP multicast routing
First steps in reliability
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Multicast BONE at the ENS Lyon

|] 3] 2] Sdr: Session Information |=|o
D X|xo|  sircpham@veneziaresaly, o ption: none (NOENC) Places all over the world  Authentication: none (NOAUTH)

New Calendar , Pre.fs Low bandwidth video { 10-25 kbfs) with views from all over the world.
Public Sessions

On-The-l.com Channel-2 32k
_On—The—I .com Channel-2 96k
On-The-l.com Channel-2 MFA

=

AL A
|

Y| < S >

]

On-The-I.com Drum Logic 32 g
On-The-I.com Drum Logic 96

Contact Details

R
4

“On-The—I.com Drum Logic Mf & Format H281 Proto: RTP  Addr:[224.2.172.238  Port: 51482 TTL:|127 Key:|

fOpen RadioSphere Heard from 128.253.115.224 at 21 Mar 2003 15:57 CET

‘P Places all over the world Join Invite Record Dismiss
4 Places all over the world

@|Places All Over the World at 128K
2|Ply-A-VBR1 Program 1 BRE  Peradme 00 B
?Ply-A-VBR2 Program 1 EIPGF4|  Jean-Paul Gautier (CNRS/UREC)  [[m]
fRealServer address announcement § R g
ity | ke hd ""jm.uum (o
2?Reals| k" &k 123::;”1124::;:“(090 2 L& T '_{J JJJ JJJJJ t LLL ud-‘
il - BT e .*.,'.'JJ.JJJJJJJJ k]
1 ;-‘;! COR_AI_’ Jussieu {Paris) | I 4 .;. AN I l l lJJJJJ
> _ mute | ® color || info... Y 2 ) ; i
=7 | Petr Adamec n':«':-‘
root@147.230.16.122/h261 £

0 220 117k (0%)
7 "":; -1 mute II & color || info... |
VICv28ucl-113  Menu| Help| Quit|
e L e ] Lovieg

Basics IP multicast



MBone tools - RAT

2 The Robust Audio Tool
(RAT) is a an open-
source audio
conferencing and
streaming application
that allows users to
participate in audio
conferences over the
internet. These can be
between two
participants directly, or
between a group of
participants on a
common multicast

group.

MBone

| RAT v4,1,7: Untitled session

M Listen B4.7 kbis| | Talk
4 Headphone (I Microphone »

{>Colin Perkins

{>Simon Lockhart

{]>Diederik van Diggelen (AUCS)
{[>Robert Stone (JANET)

(])Sturle Sunde {University of Oslo)

{>ebyelong
{[>Espen Jendahl

"Untitled session”
Address: 224.2.220.62 Port: 31106 TTL: 15

H Al Options... | About.. | Quit

21



A VIC is a video
conferencing
application developed
by the Network
Research Group at the |

132.187.3.188/h261

LBNL in collaboration L O oo

Robert Stoy, RUS, Stuttgart

with the University of , ERA

California, Berkeley. T !

’ -1 mute H & color H info... |

VICv28uci-113  Menu| Help| Quit|




MBone tools - WBD

a WBD is a shared
whiteboard
compatible with the
LBL whiteboard,
WEB. It was
originally written
by Julian Highfield
at Loughborough
University and has

since been modified @ -

by Kristian Hasler ¢ L=~

at UCL.

FFFFFF

liftlilo| o] =)= il i

lefole

23



MBone - Advertising sessions

1 SDR is a session
directory tool
designed to allow
the advertisement
and joining of
multicast
conferences on the
Mbone. It was
originally modelled

on sd written by Van
Jacobson at LBNL.

=4 sdr:rbennetti@rat.cs.ucl.ac.ullamz

New ’ Calendar ’ Prefs ‘ Help ’ Quit ’

Public Sessions J

“PIMJ —— Channel 2
4P Multicast Surmmit 1999 - Busine
(‘iﬂlp Multicast Surnmit 1999 - Deploy,

JJMRC

ELectures and Seminars
ELOW-Bandwidth Sessions
@Lund University: Filosoficirkeln der
: {MEISZ CANO Project meeting

o

Prrate Sessons

/1P Multicast Surnmit 1999 — Keynod

4P Multicast Surmmit 99 - Technolo I
hd
ﬂ‘
-
hd

Enter passphrase to view encypted sessons:

———

Multicast Session Directony v2.7
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A look back in history of multicast

A History

a Long history of usage on shared medium
networks

o Resource discovery: ARP, Bootp.

1973 1983 1985 1986
—
radio Ethernet Bootp ®rc s
network ARP rrc 826) Deering's work

IP multicast
(RFC 966, 988, 1054, 1112)

Basics IP multicast 25



The Internet group model

O multicast/group communications means...
al—-=n aswellas n—m

0 agroup is identified by a class D IP address
(224.0.0.0 to 239.255.255.255)

o abstract notion that does not identify any host!

194.199.25.100
source

T from logical view...

multicast group
225.1.2.3

source

Ethernat I -,
I
multicas : router

- receiver

multic ast router | site 1

l l ...to physical view
recei
[nosts|  [host2] muttc st outer | 0S8
receiver receiver 5 ;

133.121.11.22  194.199.25.101 Ethernet

Basics IP multicast 26




The group model is an open model

o anybody can belong to a multicast group
- no authorization is required

o a host can belong to many different groups
- ho restriction

o a source can send to a group, no matter
whether it belongs to the group or not

- membership not required

a the group is dynamic, a host can subscribe
to or leave at any time

a a host (source/receiver) does not know the
number/identity of members of the group

Basics IP multicast 27



Example: video-conferencing

The user's perspective

224.2.0.1

-
s
s
s

from UREC, http://www.urec.fr

=== Multicast address group 224.2.0.1

Basics IP multicast
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What's behind the scene?

224.2.01

domain

@® peering point
g access router

é Internet router

Basics IP multicast 29




o IP multicast TODO list

v Receivers must be able to subscribe
to groups, need group management
facilities

8 v A communication tree must be built
from the source to the receivers

v Branching points in the tree must
keep multicast state information

v" Inter-domain routing must be
reconsidered for multicast traffic

v Need to consider non-multicast
clouds good luck...

Basics IP multicast 30



unicast island multicast island

s
b

%////”lllp”,/ y
% S

y
., »
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Multicast and the TCP/IP layered
model

Application
;lllllllllllllllllllllllllfllllllllllllllllllllllll.
= securit reliability congestion  other building higher-level
=y mgmt control blocks = services
Fa EEEEEEEEEEEEEEE E(EEEEEEEEEEEEEEEEEEEEEEEERAN
luigelrl‘-llllllllllllllIIIIIIIIIIIIIIIIIIIIIIII
kernel space Socket layer

S~
>< UDP

ICMP  IPAIP multicast ~ IGMp: ~ multicast
lllllylllllllllllll rOuting

device drivers

v

Basics IP multicast 32



The two sides of IP multicast

3 local-area multicast

- use the potential diffusion capabilities of the physical
layer (e.g. Ethernet)

. efficient and straightforward

O wide-area multicast

- requires to go through multicast routers, use
IGMP/multicast routing/...(e.g. DVMRP, PIM-DM, PIM-
SM, PIM-SSM, MSDP, MBGP, BGMP, MOSPF, etc.)

- routing in the same administrative domain is simple and
efficient

- intfer-domain routing is complex, not fully operational

Basics IP multicast

33



IP Multicast Architecture

Service model >

Basics IP multicast

34



Part T
« The past »

Basic of IP multicast model
Early group management

IP multicast routing

First steps in reliability

Early group mngt



Internet Group Management
Protocol (RFC 1112)

a IGMP: "signaling” protocol _
to establish, maintain, -
remove groups on a subnet.

O Objective: keep router up-
to-date with group :
membership of entire LAN '

a Routers need not know who all y
the members are, only that — '
members exist

0 Each host keeps track of
which mcast groups are
subscribed to

Early group mngt 36



IGMP: subscribe to a group (1)

224.2.01
224.2.01 224.2.01

J Host 1 J Host 2 J Host 3
periodically sends
IGMP Query at 224.0.0.1 empty

7 ~
e ~
7 ~
7 S
S ~

224.0.0.1 reach all multicast host on the subnet
Early group mngt 37



IGMP: subscribe to a group (2)

somebody has
already

subscribed for

the group

- 224.2.01

224.2.01 224.2.0.50O

(&

J Host 1 J Host 2 J Host 3
Sends Report
for 224.2.0.1

224.2.01

Early group mngt 38



IGMP: subscribe to a group (3)

224.2.01 224.2.01

J Host 1

J Host 2

224.2.01

J Host 3

Early group mngt

224.2.01

Sends Report
for

39



Data distribution example

224.2.01 224.2.01

jJ Host 1
(&=

/TJ Host 2

224.2.01

J Host 3

=

7 o

Early group mngt

224.2.01




I 6 MP ol 32] 2] Sdr: Session Information [=]o
i Encryption: none (NOENC) Places all over the world  Authentication: none (NOAUTH)

Low bandwidth video ( 10-25 kb/s) with views from all over the world.
Join

Bl I3

2 _—— —eqtact Details

@ Format:|H.261 Proto: RTP ‘addr:|224.2.172.238 r:/51482 TTL:[127 Key:|
Heard from 115,224 at 21 Mar 2003 15:57 CET

| Record | Dismiss

Join |

] 1
B <C apture> - Ethereal

File Edit Capture Display Tools

MNo.| Time Source Destination Protocol Info 3
. 239720 venezia.crizboD.ens—1 2 . IGMP HOST response
2521 284.271278 dottic.shepfarm. com 224.2.172.238 ubP Sourcc port: 1055 Decstinat
2522 284.271785 koralli.csc.fi 224.2.172.238 UDP Source port: 1038 Destinat
2523 284.271902 stinky.dc.Tuth.se 224.2.172.238 UDP Source port: 1161 Destinat|,
2524 284.291741 IPTVserver.ldc.lu.se 224.2.172.238 UDP Source port: 1062 Destinat
2525 284.290050 IPTVserver.ldc.lu.se 224.2.172.238 UDP Source port: 1062 Destinat
2526 284.296323 IPTVserver.ldc.lu.se 224.2.172.238 ubP Source port: 1062 Destinat
2527 284.296612 IPTVserver.ldc.lu.se 224.2.172.238 UDP Source port: 1062 Destinat
2528 284.299740 IPTVserver.ldc.lu.se 224.2.172.238 UDP Source port: 1062 Destinat
2529 284 .300016 LPIVserver. ldc.lu.se 224.2.172.7238 upr source port: 1062 Destinat
2530 284.300282 IPTVserver.ldc.lu.se 224.2.172.238 ubr Source port: 1062 Destinat
2531 284.300561 IPTVserver.ldc.lu.se 224.2.172.238 UDP source port: 1062 Destinat|/z
P~ ' -
I~

B Frame 2520 (46 on wire, 46 captured)
B Ethernet II
B Internet Protocol
B Internet Group Management Protocol
version: 1
Twvpe: 6 (Host response (w2))
Unused: 0x00
Checksum: 0Ox5d0e
Group address: 224.2.172.238 (224.2.172.238)




IGMP: leave a group (1)

224.2.01

J Host 2

224.2.01

J Host 3

Sends Leave (IGMPv2)
for 224.2.0.1

at 224.0.0;(

224.0.0.2 reach the multicast enabled router in the subnet

Early group mngt

224.2.01

42



IGMP: leave a group (2)

J Host 1

224.2.01

224.2.01

J Host 3

Early group mngt

J Host 2
=

Sends IGMP Query
for 224.2.0.1

224.2.01




IGMP:

leave a group (3)

J

224.2.01

Host 1

Sends Report

J Host 2

for 224.2.0.1

I'm still
here!

Hey,

224.2.01

J Host 3

==

Early group mngt

224.2.01

44



IGMP: leave a group (4)

224.2.01

J Host 1 J Host 2

224.2.01

J Host 3

Early group mngt

224.2.01

Sends Leave
for 224.5.5.5
at 224.0.0.2

45



IGMP: leave a group (5)

224.2.01

J Host 1 J Host 2

224.2.01

J Host 3

==

Sends IGMP Query for 244.5.5.5

Early group mngt

224.2.01




Sdr: Session Information

|=]0

P [[]
I i Encryption: none (NOENC) Places all over the world

Leave

Authentication: none (NOAUTH)

Low bandwidth video ( 10-25 kb/s) with views from all over the world.

Bl I3

_—— —eqtact Details

Join |

@ Format: H.261 Proto: RTP ’ddr:\224.2.172.238
Heard from TZ8.

r: /51482 TTL: 127 Key: |

A15.224 at 21 Mar 2003 15:57 CET

[nvite | Record

Dismiss

1 L
<cay ture> - Ethereal

File Edit Capture Display Tools
MNo.| Time Source Destination Protocal Info
707 19.217944 D-128-200-20-224 .dhcp 224.2.172.458 UDP Source port: 4002 Destinati
758 19.219191 venezia.cri2000.ens-1 224.2.172 L3R LIDP Source port: 1060 Destinati
759 19.220437 venezia.cri2000.ens-1 ALL-ROUTERS.MCAST.NET ICMP Leave group (v2)
.220531 venezia.criZ2000.ens—1 ALL-ROQUTERS.MCAST.NET ICMP Leave qroup (v
761 19.220835 switch—-giga.ens-1yon. ALL-5YSTEMS.MCAST.NET IGMP Router query
762 10.221013 switch giga.cns lyon. ALL SYSTEMS.MCAST.NET ICMP Routcr qucry
763 19.238200 stinky.dc.luth.se 224 .2.172.238 UDP Source port: 1161 Destinati
764 19.265099 D-128-208-20-224.dhcp 224.2.172.238 UDP Source port: 4062 Destinati
765 19.265401 D-128-208-20-224 .dhcp 224.2.172.238 UDP Source port: 4062 Destinati
766 19.265425 D-128-208-20-224 .dhicp 224.2.172.238 UDP Source porlL: 4062 Deslingli
767 19.265582 leejh.kr.apan.net 224.2.172.238 UDP Source port: 1253 Destinati
768 19.270547 rgt—-451-pc02.wmin.ac. SAP.MCAST.NET SAP Announcement (vl)
) J =
®Frame 760 (46 on wire, 46 captured)

B Ethernet II

B Internet Protocol

B Internet Group Management Protocol
Version: 1
Tvpe:

7 (Leave aroup (w2))
Unused: 0x00

Checksum: 0x5cOe

CGroup address:

224.2.172.238 (224.2.172.238)




IGMP: leave a group (5)

224.2.01

J Host 1 J Host 2

224.2.01

J Host 3

==

Sends IGMP Query for 244.5.5.5

Early group mngt

224.2.01




OK, now I can express local
interest, so what?

224.2.01

224.2.01 224.2.01

J Host 1 J Host 2 J Host 3

224.2.01

Early group mngt



Does all paths lead to Roma?

Source

Early group mngt

50



Before going further...

3 Multicast on Ethernet LAN
a How can a end-host get link-layer (MAC) packets?

3 Review of Ethernet filtering

a By default, the Ethernet device listen on
- its (Ethernet) MAC address fixed in a PROM
- The broacast MAC address FF:FF:FF:FF:FF:FF

a Other Ethernet addresses must be explicitely
programmed into the driver

a For multicast, one must listen at:

- the Ethernet-equivalent of 224.0.0.1 (all multicast host in
the LAN)

- The Ethernet-equivalent address on which multicast
sessions are advertised

Early group mngt 51



Mapping of IP multicast address

dA MAC address is built from a mapping
of IP multicast addr (Deering88)

IP multicast address

111 \ 28 bits

A atic |
Group bit_l 32:1 ratio I
h 4
0000000100000000010111100 23 bits
— v
——

Organizationally Unique ldentifier (OUI, see RFC 1700 Assigned Number)
Special OUIl for IETF: 0x01-00-5E

LAN multicast address

Early group mngt 52



Part I 224.X.y.7

« The past » \%E?‘ﬁ

Basic of IP multicast model
Early group management
IP multicast routing

First steps in reliability

IP multicast routing



IP multicast routing

2 Find a tree (dedicated, shared) between the
source(s) and the receivers

d Dense Mode

a Assumes that there are many many receivers
willing to get multicast traffic

a Uses the « push » model: every body can receive

0 Sparse Mode
0 Assumes that the number of receivers is small

a Uses the « pull » model: requires an explicite query
from the receivers.

IP multicast routing 54



Dense mode protocols, DVMRP

2 The Ancestor: DVMRP (Distance Vector
Multicast Routing)

OBased on Reverse Path Forwarding (RPF)

A multicast router forwards packets received
from a link which is on the shortest path to the
source, and drops other packets

Rl | sO
. R o R2 R3
physical topology source [q %;{ » [
Tl |
D\I_D sll
i%dropped RS
O receiver

Rl [so]| R4 %2
IP multicast routing 55




DVMRP. .. (cont’)

Aresulting multicast distribution tree

source

gl gl

Qdifferent sources lead to diff. trees
= improves load distribution on the links

source

- H: ; 0

dcreates a spanning tree...

IP multicast routing

56



DVMRP. .. (cont’)

dadd "flood and prune” algorithm to
dynamically update the tree

step 1: flood the Internet (only limited by the packet’s TTL)

source
step 2: prune useless branches ::E :z receiver

“pruned” “pruned” Stop, no

source [ | [ receiver
PRUNE PRUNE here!

O O receiver

source o m
‘m—[ receiver

IP multicast routing



DVMRP... (cont’)

A flooding/pruning is done periodically to
update the tree

- required to discover new receivers and remove
branches to receivers who left the session

Alimitations:
- creates signaling load (PRUNE message)
- periodically creates important traffic (flooding)

- all routers keep some state for all the multicast
groups in use in the Internet

IP multicast routing 58



DVMRP deployment

dlarge scale deployment of DVMRP in the
MBONE (multicast backbone) since 1992

dtunnels are set up to link "multicast
islands” through unicast areas

encaspsulation decaspsulation
dst = unicast @R2

IP multicast routing 59



Multicast tunnelling illustrated

IP multicast
router

None IP multicast
router o,

224.4.49 7

IP multicast
router

Pb 224.4.4.9

IP multicast routing



The early MBone with tunnels

source K. Almeroth's paper. IEEE Networks Magazine, Vol.14(1)

IP multicast routing

61



Mixing tunnels and native multicast

® Multicast Router =
& Unicast Router -

_rr

1
1
Unicast Link w/ Tunnel . -* -*

= = = Multicast Link

routet-to-router
mnnel

source K. Almeroth's paper. IEEE Networks Magazine, Vol.14(1)
IP multicast routing
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DVMRP on Linux: the mrouted daemon

0O,

vifs_with_neighbors = 1
[Thlx host is a leaf]

Yirtual Interface Table
Yif MName Local-Address M Thr
0 eth0 193,253,175,161 subnet: 128726 1
group host (time left): 193,25

193,:
193.,:
193,:
193,

Qv

P 24 2 24 2 (D

+
r
[
.
(RN

O
()
)
g
()
[N

===
+*

=D e

+
+

+
+*

*
e B
R ol Gl
=~ =)

=
e B3 By By )

+*

A A~
O O O O O o

e e O S

A
5
53.
h3.
5

l’\1 I’\..l I'\.' I'\.l
L8 N I_M OJ OJ OJ

+
+
.

RN N

O NP O O O

LN CO o T i
+*

*

+*
N O

*

+
NS OMNMNMN
51+ +

A TGS IS IR

|

o

+

(RN

)

o

=
e

R R |
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MNbr bitmaps
pkts/bytes in
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+
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+*

193,253,175,249 subnet:
group host (time left):

IGMP querier:
Mbr bitmaps:
pkts/bytes in ¢
pkts/bytes out:

0x0000000000000000
772010/38687700
0/0

IEa]
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DVMRP summary

3 it works but... this is far from perfect

- periodical flooding creates a heavy load on routers/links

- each multicast router must keep some forwarding state
for each group

- tunneling quickly became anarchic

- this is a flat architecture (the same protocol is used
everywhere)

3 conclusion: "dense mode protocols” like
DVMRP are not scalable enough for WAN

multicast routing

- dense mode assumes a dense distribution of receivers,
wrong in practicel
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DVMRP uses Source-based Trees

© Router

. Source

. Receiver / \\.

Source Shivkumar Kalyanaraman
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Moving to a Shared Tree

© Router

. Source

. Receiver o $
RP

Source Shivkumar Kalyanaraman

IP multicast routing
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Shared vs. Source-Based Trees

d Source-based trees

a Shortest path trees - low delay, better load
distribution

a More state at routers (per-source state)
a Efficient in dense-area multicast

d Shared trees

a Higher delay (bounded by factor of 2), traffic
concentration

0 Choice of core/RP affects efficiency
a Per-group state at routers

a Efficient for sparse-area multicast
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Sparse mode protocols

0 The newcomers: PIM-SM/MSDP/MBGP

- PIM-SM : Protocol Independent Multicast - Sparse Mode
- MSDP: Multicast Source Discovery Protocol
- MBGP: Multi-protocol Border Gateway Protocol

o domain = site, or ISP network

similar o "autonomous systems"” of unicast routing
a intra-domain mcast routing uses PIM-SM
a inter-domain mcast routing requires MBGP

a the discovery of sources in other domains requires
MSDP
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PIM-SM Protocol Overview

dBasic protocol steps
nShared trees are unidirectional

aRouters with local members Join toward
Rendezvous Point (RP) to join shared tree

aRouters with local sources encapsulate data
in Register messages to RP

aRouters with local members may initiate
data-driven switch to source-specific
shortest path trees

APIM v.2 Specification (RFC 2362)
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PIM-SM: Build Shared Tree

Shared tree after
R1,R2 join
Source 1
P> Join message =1
toward RP
(*,G) P (*,G)
* EEEEERN ‘
(*,G) (*,G) A
\‘ (*,G) ‘ (*,G)
A
Receiver 1
Receiver 2 Receiver 3
Source Shivkumar Kalyanaraman
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Data Encapsulated in Register

Source router unicast encapsulated data packet to RP in Register

Source 1

(*,G) (*,G)

@
(*,G)

(*,G)

Receiver 1

RP

Receiver 2 Recerver 3

RP de-capsulates, forwards down shared tree

. . Source Shivkumar Kalyanaraman
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RP Send Join to High Rate Source

Shared tree
SP tree Source 1
== Join message A
toward S1 '

e g

Receiver 1

Receiver 2 Recerver 3

Source Shivkumar Kalyanaraman
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Build Source-Specific Distribution Tree

Shared Tree
Source 1
== Join messages 2
(S1, G%.‘
“‘t“ ’Q.’ " G)
(SlaG)a(*aG) o* '0./ RP (SI’G)’( ?
““" ‘ ‘* '
2 A SLGL*G) | A

/

Receiver 1

Receiver 2 Recerver 3

Build source-specific tree for high data rate source

. . Source Shivkumar Kalyanaraman
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PIM-SM... (cont’)

dmoving to a per-source tree is efficient
for bulk data transfer, but has a higher
cost in case of multiple sources

o one tree per source versus a single shared
Tr‘ee source source

AN AI

of o of m

source receiver source receiver

from shared tree... ...to per-source tree
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PIM-SM on Internet routers

AJPIM-SM is implemented on all major
Internet routers (CISCO, JUNIPER,
Alcatel AVICI, PROCKET..)

QA linux package exists, see
http://netweb.usc.edu/pim/ (I haven't
tried it yet)

IP multicast routing
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Example: PIM-SM on VTHD

VTHD : Multicast dans les VPNs&

sR’.245/30 = ecaeQO]
CE g’ o952 FTR&D Caen R=193.252.113
7500 R’.246/30 ’ R’=193.252.226
FTR&D Grenoble
FTR&D Lannion ncaub001 R.245/30

loop 0 : R.1/32

AS 20603

Nalan001 ‘R, Nagr¢001

loop0 :/R
FT R&D
loop0 :

R.104/32 ncstl001
‘ loop 0 : R.2/32 .
T640

ncmso001
loop 0 : R.3/32

nclyo001

loop 0 : R.142/32

ncsop00

loop 0 : R.5/32

FT R&D
naiss001

R83 loop 0: R*.99/32 003
nasop
g' FTR&D Issy loopp : R*.101
R93 — ‘ P P
= Juniper T640 Cisco, GSR F R&D
R.110/30 S hia
E Juniper M40 ‘ P
GEth — =\ |
Fran ce Te|800m R&D Eth Juniper M20 Diffusion of this documen to France Telecom authorization
’ D1 - 23/09/02
Pos —_— N
Source doc VTHD
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Configuration on CISCO routers
1 Enabling PTM

1p multicast-routing distributed
!
interface XX/XX «— For each interface

1p plm sparse-dense-mode
|

H DeCI(]r'ing The RP [P addr of the RP

1p pim rp-address w.xX.y.ZzZ
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Part I
« The past »

Basic of IP multicast model
Early group management
Early IP multicast routing
First step in reliability

Reliability



The Wild Wild Web

heterogeneity,
link failures,
congested routers
packet loss,
packet drop,
bit errors..

3 '.
13
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Reliability Models

A Reliability => requires redundancy to recover
from uncertain loss or other failure modes.

1 Two types of redundancy:

a Spatial redundancy: independent backup copies
- Forward error correction (FEC) codes
- Problem: requires huge overhead, since the FEC is also
part of the packet(s) it cannot recover from erasure of
all packets
o Temporal redundancy: retransmit if packets
lost/error
- Lazy: trades of f response time for reliability

- Design of status reports and retransmission optimization
important
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Temporal Redundancy Model

A Packets

s

Status Repo

Retransmissio

Reliability

ns

« Sequence Numbers
* CRC or Checksum

 ACKs
* NAKs,
« SACKs
* Bitmaps

 Packets
 FEC information
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End-to-end reliability models

dSender-reliable

a Sender detects packet losses by gap in ACK
sequence

o Easy resource management

dReceiver-reliable

o Receiver detect the packet losses and send
NACK towards the source
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Challenge: scalability (1)

3 many problems arise with 10,000 receivers...

2 Problem 1: scalable control traffic

- ACK every 2 packets (a la TCP)...oops, 10000ACKs / 2 pkt!

- NAK (negative ack) only if failure... oops, if pkt is lost
close to the source, 10000 NAKs!

o =

soll!Ce

source implosion!
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Challenge: scalability (2)

dproblem 2: scalable repairs/exposure

- receivers may receive several tfime the same
packet

Reliability
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A piece of the solutions (1)

A solutions to problem 1: scalable control traffic

a solution 1: feedback suppression at the receivers
- each node picks a random backoff timer
- send the NAK at timeout if loss not corrected

a solution 2: proactive FEC (forward error
correction)

- send data plus additional FEC packets
- any FEC packet can replace any lost data packet

o solution 3: use a tree of intelligent routers/servers

- use a tree for ACK aggregation and/or NAK suppression
- PGM, ARM, DyRAM
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A piece of the solutions (2)

a solutions to problem 2: scalable repairs
a solution 1: use TTL-scoped retransmissions

- repair packets have limited scope

a solution 2: use proactive/reactive FEC
- proactive: always send data + FEC
_ reactive: in case of retransmission, send FEC

a solution 3: use a tree of retransmission servers

. a receiver can be a retransmission server if he has the
requested data
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Scalable Reliable Multicast
Floyd et al., 1995

d Receiver-reliable, NACK-based

A NACK local suppression
a Delay before sending
0 Based on RTT estimation
0 Deterministic + Stochastic

0 Every member may multicast NACK or
retransmission

a Periodic session messages
0 Sequence number: detection of loss
a Estimation of distance matrix among members

Reliability
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SRM Request Suppression

Src

A from Haobo Yu, Christos Papadopoulos

Reliability
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SRM Request Suppression

Src
/ next packet
l
A from Haobo Yu, Christos Papadopoulos

Reliability
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SRM Request Suppression

Src

[

A from Haobo Yu, Christos Papadopoulos

Reliability
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SRM Request Suppression

Src

each node picks a @ (

random backoff timer

7

A from Haobo Yu, Christos Papadopoulos

Reliability
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SRM Request Suppression

Src

each node picks a @ ( each node picks a
random backoff timer random backoff timer

6,

A from Haobo Yu, Christos Papadopoulos

Reliability
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SRM Request Suppression

Src

each node picks a @ ( each node picks a
random backoff timer random backoff timer

6,

each node picks a

. . r‘andom bCleOff Timer‘ from Haobo Yu , Christos Papadopoulos
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SRM Request Suppression

Src

o e
&

@ A from Haobo Yu, Christos Papadopoulos
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SRM Request Suppression

Src

ors
&

@ A from Haobo Yu, Christos Papadopoulos
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SRM Request Suppression

Src

ors
@,

@ A from Haobo Yu, Christos Papadopoulos
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SRM Request Suppression

Src

s
o

@ A from Haobo Yu, Christos Papadopoulos
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SRM Request Suppression

Src

EX{ A from Haobo Yu, Christos Papadopoulos

Reliability
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Deterministic Suppression

Time =T1 Time = T2
= = Eamd |
.ﬂ4—. e | «—{ ] &2

Delay = C;xdg»

Reliability

time

. = sender
. = repairer
Q = requestor

from Haobo Yu , Christos Papadopoulos
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Simple TTL-scoped of repairs

duse the TTL field of IP packets to limit
the scope of the repair packet

Src
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Summary: reliability problems

O What is the problem of loss 0 Design goals

recovery? o reduce the feedback
0 feedback (ACK or NACK) traffic
implosion :
 ACK/NACK aggregation o reduce recovery latencies
based on timers are 0 improve recovery isolation

approximative!

o replies/repairs duplications

- TTL-scoped retransmissions
are approximative!

o Heterogeneity of receivers
(crying baby, congestion
control)

a difficult adaptability to
dynamic membership changes
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