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Surveillance applications (1)

Lesson l:don't miss important events

Whole
understanding
of the scene
is wronglll

What is captured ¢



Surveillance applications (2)

Lesson 2: high-quality not necessarily
good

167x180 16 colors, light

Keep in mind
the goal of the
application!

167x180 BW (2 colors), light

333x358 16M colors, no light 7



Surveillance applications (3)

dLesson 3: don't pu’r all your eggs in
one basket . R

Several sources
provide multi-view
for disambiguation




Traditionnal surveillance
infrastructure

network-PC
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Small, Automous Sensors

disaster relief - security

=

} i F

Rapid deployment of fire

rganization of rescue in detection systems in high-
large scale disasters relief risk places
operations
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Wireless autonomous sensor

In general: low cost, low power (the
battery may not be replaceable), small size,
prone to failure, possibly disposable

Role: sensing, data processing,
communication ngN

/ e %adioTransceiver

Data Storage

Battery Power

~

Anatomy of a Sensor Node \é{~

<
pvQ Sensing Module
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Berkeley Motes (contd.)

- Each Mote has two
separate boards
O A main CPU board with
radio communication
circuitry

4 A secondary board
with sensing circuitry

) Decouples sensing

hardware from
communication hardware

3 Allows for
customization since
application specific
sensor hardware can be
plugged-on to the main
board

Sensing boards 12



SUN SPOT SuNSPOT

J Processor : ARM920T
180MHz 32-bit

512K RAM & 4M Flash.

J Communication :
2.4GHz, radio chipset:
TI CC2420 (ChipCon) -

TEEE 802.15.4
compatible

A Java Virtual Machine
(Squawk)

O LIUPPA is official
partner




d ATmegal281
microcontroller

J 8K RAM & 16 SD card.
- 2.4GHz TEEE 802.15.4

compatible. RF and
GSM/GPRS

ibeli\N

comunicaciones inalambricas distribuidas

Gases

- Carbon Monoxide — CO
- Carbon Dioxide - CO2
- Oxygen — 02

- Methane — CH4

- Hydrogen — H2

- Ammania — NH3

- Isobutane — C4H10

- Ethanol — CH3CH20H
- Toluene — CBHSCH3

- Hydrogen Sulfide — H25
- Nitrogen Dioxide — NO2
- Temperature

- Humidity

Microprocessaor
Accelerometer

GPRS Socket 12C-UART Socket

Sensor IO
0 ,ur.n._!- S

. XBee Sockels

RS5SI Leds
Battery Sockets

mini-USB

/ Solar socket \ USE Power Led
Crystal Oscillator ™~ Switch OFF/ON

Reset Button

Events

- Pressure/\Weight
- Bend

- Vibration

- Impact

- Hall Effect

- Tilt

- Temperature (+/-)
- Liquid Presence
- Liquid Level

- Luminosity

- Presence (PIR)
- Stretch




Wireless Video Sensors

Gioioidooiod al

" liltimedia board

240x240 15



Sensor as common object

toward very large scale deployment

" Environmental monitoring

. S e air
: e water

Cell-phones with embedded CO sensor

- most ubiquitous device (millions)
- not deployment cost

- high replacement rate

- NO energy constraints

16



Wireless Sensor Network (1)

17



Wireless Sensor Network (2)

[ Distributed system
d Ad-hoc network

18
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Mission-critical surveillance
applications

 Availability: 24/24 surveillance
dHardware : failures, energy depletion
1 Data

dQuality
dEnhance/validate/disambiguate information
with several sources of information
J Adaptation to local conditions
dReliability/integrity
JHardware

JNetwork :' [ Internet ] Ad-hoc | Embedded )
1 Data ' networks || systems

] [ multimédia




Surveillance as a Service

ACCOUNTABILITY

-

QSimilar to Service Level Agreement:

_________________________________________________________________________

=» SURVEILLANCE AT ANY PRICE €

no discontinuity of service
against node's failures

data availability and reliability

20



Surveillance as a service:
Accountability

SURVEILLANCE

/\_/—\/
Software architecture, middleware,

supervision&control, adaptative

components, optimization, heuristic...
/\_/—\/
21



Ex: infrusion detection (1

Internet

Surveillance as a
Miﬁ I!@ i) —D_ @

service. adap’nvu’ry _ Accelerometer could serve as
and reconfiguration detector if the sensor is

(= e kicked by the intruder

L@@ t_%\ Lt_lﬂ ? 13 A ““M%fﬂ 16 /QCC \
Light sensor could serve as

detector if the intruder
‘{_,PP'CNY occult the sensor 21
(Wf/}/llgh'r | Li: :I@

0 T
e I
S\ "1/
+ failure

23



Ex: intrusion detection (2)

(utnnto @ f @%)

Cooperation, training,
knowledge fransmission L@g L@g

- M C\ &=y J
mt\mé; , L-!

o G c\‘
e O Sleep mode +failure )5



Towards smart sensor grids

The ultimate goal is to define a
customizable sensor grid that could
be dynamically programmed according
to the application’s objectives and
needs

dSimilar to the so-called active
networking concept for the
Internet...

...but much easier to achievell

26



The Internet we wanted, the
one we have...

27



Net Neutrality or Not?
1 Some services can be best supported or

enhanced using information that is only
available inside the network!

dFortunately, in a sensor network, each node
has de-facto specific processing
capabilities 28




One vision for enabling QoS
in Sensor Nets (1)

AVOIDS THE BLACK-BOX
VISION

29



One vision for enabling QoS
in Sensor Nets (2)

s T

AVOIDS THE BLACK-BOX
VISION 30




NZOHAD2XIOTMOHOMZO0OO <K<KOO®ZMZM

NETWORK

SIGNAL
IMAGE/VIDEO
PROCESSING

0S
MIDDLEWARE
SOFT. ENG.

DATA MNGT

HARDWARE

RADIO

Research issues in

ORGANIZATION
OVERLAYS

TRANSPORT

ROUTING

MAC
RESOURCES
ALLOCATION

WSN

nwop

K<dHDDCAOmom
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NETWORK

SIGNAL
IMAGE/VIDEO
PROCESSING

oS
MIDDLEWARE
SOFT. ENG.

Middleware/app.
ISsues we address

CBSE for SENSOR NODE
DYNAMIC
RECONFIGURATION

—»  SENSOR'S 0S

SERVICE-ORIENTED
SUPERVISION SERVICE REPOSITORY

"~ PLATFORM

Q

(@,
| ADAPTIVE APPLICATION g

DATA MNGT

HARDWARE
RADIO

—»  APPLICATIONS



Supervision platform

M. Dalmau & P. Roose

1 Take care of user's L 1 o
QoS and QoS =
conti nuiTy S
JdAllows for a Mo || Wihesofien || et
service-oriented | ) L
surveillance system S
dDiscovery and ]
publish mechanisms Cofiunion (4| Sstpome

dIn charge of
determining which
configuration is ooy

Selected

be-l"rert CoTHEnanan




A bit of the internal design

Fixed-node/base station

Business
Components
Repository

Non-mobilethost

container + BC
n \

153

Connector
T

€

5 U

Routing

Connector
Factory

Platform
Mobil e Host Non-Mobile Host
nnector Local .
[COMTERTor S ™~ Routing e
11 T state
BC — , al
Container 1 Creage T State —__ .
e e g ruy = I Routing

O " eepemnr=T

Connector
Factory

Container
Factory

local BC
Repository

Container
Factory

Connector
Factory

Platform




Dynamic reconfiguration (1)

N. Hoang (PhD student)

JAvoids monolithic OS (a la TinyOS)

1We use the Think framework, which
is an implementation of the Fractal
component model to generate dynamic
and reconfigurable OS and services

dFirst step towards the « active and
programmable networking » concept
applied to Wireless Sensor Networks

35



Dynamic reconfiguration (2)

dTarget platform: MicaZ

L Extension of the Think generic components
=>Valentine OS




Towards Service Oriented
Architecture

UFast reconfiguration enables dynamic

and on-the-fly new services deployment
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NETWORK

SIGNAL
IMAGE/VIDEO
PROCESSING

(0)3
MIDDLEWARE
SOFT. ENG.

DATA MNGT

HARDWARE

RADIO

Network issues we
address

VIDEO COVERAGE

ORGANIZATION || SELECTION &
OVERLAYS WAKE-UP MECHANISM
LOAD-REPARTITION
CONGESTION CONTROL
TRANSPORT
(@,
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ROUTING
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Surveillance scenario (1)

Randomly deployed video
sensors

Not only barrier coverage
but general intrusion
detection

Most of the time, network
in so-called hibernate mode

Most of active sensor
nodes in idle mode with low
capture speed

Sentry nodes with higher
capture speed to quickly
detect infrusions

@® SENTRY NODE: NODE WITH HIGH SPEED CAPTURE
(HIGH COVER SET).

O IDLE NODE: NODE WITH LOW SPEED CAPTURE.
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Surveillance scenario (2)

Nodes detecting
intrusion must alert
the rest of the
network

1-hop to k-hop alert
Network in so-called
alerted mode

Capture speed must
be increased

Ressources should be
focused on making
tracking of intruders
easier

® ALERTED NODE: NODE WITH HIGH SPEED CAPTURE
(ALERT INTRUSION).

INTRUSION DETECTION#
L
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d

Surveillance scenario (3)

Network should go
back to hibernate
mode

Nodes on the
intrusion path must
keep a high capture
speed

Sentry nodes with
higher capture speed
to quickly detect
intfrusions

@® SENTRY NODE: NODE WITH HIGH SPEED CAPTURE
(HIGH COVER SET).

O CRITICAL NODE: NODE WITH HIGH SPEED CAPTURE
(NODE THAT DETECTS THE INTUSION).

O IDLE NODE: NODE WITH LOW SPEED CAPTURE.

L]
y

o O

Take into account
the application'’s
criticality level

O

@
© e

“
oy
-0
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Application’'s criticality

JAIl surveillance applications may not
have the same criticality level, r°c

[01]
Environmental, security, healthcare,...

JCapture speed should decrease when
rY decreases

dSensor nodes could be initialized with
a given rO prior to deployment

42



How to meet app's criticality

Capture speed can be a « quality »
parameter

JCapture speed for node v should
depend on the app's criticality and on
the level of redundancy for node v

dV's capture speed can increase when
as V has more nodes covering its own
FoV - cover set

43



Video Sensor Nodes




Node's cover set

1Each node v has a Field of View, FoV,
1Co.(v) = set of nodes v' such as
U vecoiyFOVy covers FoV,

dCo(v)= set of Co,(V)

Co(v)={V1.V,.V3.V4}

45



Finding v's cover set

C \Y b

20=AoV

AoV=38°

PRy AoV=31°

EEET T

AoV=20°

P ={v e N(V): vcovers the point “p” of the FoV}
B = {v e N(V) : v covers the point “b” of the FoV}
C={veN(V):vcovers the point “c” of the FoV}
G ={v e N(V) : v covers the point “g” of the FoV}

20=30°

V3

PG={PNG}
BG={BNG}
C6={CNE}
Co(v)=AGxBGxCG

46



Small Angle of View

Co(V)= {3}

Co(V)={
{V13,
{V\, V3, V,},
{V,, V3, V,},
{V3,V,, Vs},
{V,, V., Vg},
{V,,V,, Vg},
{V4’ VS’ V6}




Heterogeneous AoV

48



Accuracy of cover set (1)

Co(V)={
V7,

{Vl’ V3’ V4}9
{V29 V3’ V4}9
{V3,V,, Vs},
{V,. V4, V¢},
{V,, V4, V¢,
{V4, Vs, V)

Vi

COVyor: 367 %  nodes | mean %% | min,max % | stddevof %% | min,max mean

#nodes with COverage COVErAge  per | coverage #coverset per | Fcoverset
coverset coverset node per node

75 38.22 46.96 14.40,86.27 18.08 1,45.33 9.59

100 49.67 47.67 16.58,83.05 15.53 1.33,110.66 20.31

125 64.80 48.67 15.48,89.40 15.67 1,150 29.98

150 67.78 48.81 12.77,90.88 15.67 1.66,170.33 35.93

175 75.24 47.83 18.50,89.56 13.31 1.66,412 82.24

COViers 362 % nodes | mean % | min,max % | stddev of % | min,max mearn

#nodes with coverage COVErage — per | coverage #coverset per | FFcoverset
coverset coverset node per node

7o a0 0 0,0 nan 0,0 0

100 0.67 65.64 65.64,65.64 0 1,1 1

125 1.87 91.45 88.83,93.15 2.97 1.33,2 1.56

150 1.78 95.06 91.47,98.29 4.06 1,3 1.94

175 3.43 94.42 87.60,99.03 4.40 1.33,2.66 1.92

COVyocpy 36° || % nodes | mean % | min,max % | stddevof % | min,max mearn

#nodes with cOoverage coverage — per | coverage #coverset  per | Fcoverset
coverset coverset node per node

75 .22 82.07 74.78,89.98 6.24 1.33,4 2.23

100 11 79.22 55.47,96.68 13.16 1,5.33 2.05

125 18.93 79.86 49.99,98.90 12,14 1,11.33 3.23

150 18.89 82.22 54.56,99.07 11.67 1,8.66 2.97

175 26.67 82.07 59.26,99.26 10.17 1,22.66 5.32

COViaehe 367 % nodes | mean % | min,max % | stddev of % | min,max mean

#F#nodes with coverage coverage — per | coverage #Feoverset  per | Fcoverset
coverset coverset node per node

i 12.44 77.48 56.46,91.81 13.33 1.33,9.33 3.62

100 20.33 79.62 53.65,98.98 12.05 1,10.66 3.94

125 30.67 76.89 50.53,97.92 11.58 1,34 5.40

150 35.11 78.47 52.07,96.09 10.60 1,31.33 6.90

175 48.57 77.76 49.97,98.20 10.54 1,50.33 11.57

49




COViyacipo oa nodes | mean % | min,max % | stddev of 9% | min,max mearn
36°(50%) with coverage COVErage  per | coverage #coverset  per | FFcoverset
60°(50%) coverset coverset node per node
#nodes

75 11.56 83.36 710.20,93.99 9,12 1.8 2,70

100 16.33 H6.88 61.52,99.50 11.21 1,13.33 3.62

125 29.07 89.07 63.14,100 9.20 1,24.66 6.66

150 33.56 88.01 56.18,99.99 10.06 1,40 8.23

175 43.81 88.52 58.76,99.97 9.02 1,45.33 10.47
COV,oovbe %  nodes | mean % | min,max % | stddevof % | min,max mearn
36°(50%) with coverage COVErage  per | coverage #coverset  per | FFcoverset
602 (50%) coverset coverset node per node
#nodes

75 B.44 85.81 71.60,96.59 10.22 1,5.66 2.53

100 12.33 79.34 56.33,94.49 12,08 1.33,14 4,92

125 13.87 80.88 61.50,94.87 9.63 1.33,35.33 10.27

150 18.22 76.04 54.17,97.23 11.81 1,34 9.58

175 24.95 75.21 55,92.26 9.33 1.66,99.33 18.93
COViatipy %  nodes | mean % | min,max % | stddev of % | min,max mean
36°(80%) with coverage COVErage  per | coverage #coverset  per | FFcoverset
60°(20%) coverset coverset node per node
#nodes

75 16 81.97 60.34,100 11.84 1,9 2.83

100 15 88.34 69.60,100 9.00 1,12 3a13

125 14.40 85.16 55.43,100 14.14 1,12 4.17

150 28.67 85.95 57.58,100 10.88 1,16 3.77

175 33.14 85.94 54.34,100 11.85 1,32 §.21
COVyacbe %  nodes | mean % | min,max % | stddev of % | min,max mean
36°(80%) with coverage COVErage  per | coverage Fcoversel per | Fcoverset
B0°(20%) coverset coverset node per node
F#nodes

i 10.67 53.39 57.20,97.34 14.34 2,12 5.38

100 ik 86.29 62.58,99.78 12.44 1,12 3.06

125 41.60 Bl.41 56.86,95.58 B.36 1,48 11.25

150 47.33 §1.92 55.51,100 11.18 1,48 9.39

175 54.86 B0.18 51.84,98.24 10.41 1,120 17.20

50




Node's # of cover set

. L L
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<5 o® <15 <19‘

175 nodes, AoV=36°,

COVwaGpv strategy
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® SENTRY NODE: NODE WITH HIGH SPEED CAPTURE

Defining sentry nodes

(HIGH COVER SET).

O IDLE NODE: NODE WITH LDW SPEED CAPTURE.
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Criticality model (1)

Link the capture rate
to the size of the
cover set

FrRA

High criticality Max|
O Convex shape \
[ Most projections of

x are close to the
max capture speed

Low criticality

O Concave shapN

[ Most projections of A
x are close to the
min capture speed
Concave and convex
shapes automatically
define sentry nodes .

EEEEI‘INDE

B

MES

HIGH CRITICAL APPLICATION

Low CRITICAL APPLICATION

in the network

-
o

CoOvERS
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Criticality model (2)

r® can vary in [0,1] ‘p,(;ﬁ:n Py(h,, h,)
BehaVior functions N p e nm fl—'/’..79
(BV) defines The “t \..Ik }//f /// /
capture speed NS e v d
according to r ‘-‘//”\ ';5/ )
r0<0.5 /S X d
[ Concave shape BV / / N
/ / P.(r=05
ro>0.5 ;,/ . e A
[ Convex shape BV [/ ~ A |
We propose to use d X
Bezier curves to model
BV functions 1] B\(r'=0.2)
L’ =T | | | anill ‘ | \«‘j >

PO(O,O) Pl(rﬂz())

LOw CRITICAL LEVEL HIGH CRITICAL LEVEL
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BehaVior function
B(t) = (1 —t)? *PO—I—Qt( t) « Py 4+t x P

Pi(h:cl hy]

__.-—-"""""/O
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1) F s -

P4

p
4

Po




Some typical capture speed

[ Maximum capture speed is 6fps

[ Nodes with size of cover set greater than N capture at the
maximum speed

N=12
P,(12,3)

Co(v)]
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320x200, 30 fps, 256 gray scale
15Mbps raw 5 fps, 4 gray scale, 640kbps raw

e

2 fps, 4 gray scale, 256kbps raw 1 fps, 4 gray scale, 128kbps raw



Simulation settings

JOMNET++ simulation model

Video nodes have communication range of
30m and depth of view of 25m, AoV is 36°.
150 sensors in an 75m.75m area.

dBattery has 100 units, 1 image = 1 unit of
battery consumed.

dMax capture rate is 3fps. 12 levels of
cover sef.

Full coverage is defined as the region
initially covered when all nodes are active

59



percentage coverage, aclive nodes

Percentage of coverage,
active nodes (1)

- percentageCoverager®=0.2
~0~ percentageActiveNode r°=0.4 =l percentageActiveNode r°=0.8
& percentageCoverage r°=0.8

percentageCoverage r°=0.4

percentageCoverage r°=0.6

=B percentageActiveNode r*=0.2 =¥~ percentageActiveNode r*=0.6

100 .
10| 11| 12
B0 0 .01| .02| .05| 0.1} .17| .26| .38| .54| .75| 1.1| 1.5 3
| 2 || .07 .15| .25| .37| .51| .67| .86/ 1.1| 1.4| 1.7| 2.2| 3
A (| .17 .35| 55| 75| .97 1.2| 1.4 1.7| 2.0| 2.3| 2.6| 3
40 .6 (| .36] .69 1.0/ 1.3| 1.5| 1.8/ 2.0/ 2.2| 2.4| 2.6| 2.8 3
| 81 .75 1.2] 1.6) 1.9] 2.1] 2.3| 2.5 2.6] 2.7] 2.8 2.9 3
1 1.5/ 1.9| 2.2| 2.4 2.6/ 2.7| 2.8] 2.9/ 2.9/ 29 2 | 3
20 | ', I
|
| L.-HLMM .
L
I J L ! J T T ! J ! ' L L I !
1E1 1E2 1E3 29005

time (second)
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percentage coverage, active nodes

—
=
=

BO -

40 -

20

Percentage of coverage,
active nodes (2)

-l percentageActiveNode 0.32fps percentageCoverage 0.56fps =il percentageActiveNode 1.18fps
- percentageCoverage 0.32fps =¥ percentageActiveNode 0.83fps @ percentageCoverage 1.18fps
-9 percentageActliveNode 0.56fps percentageCoverage 0.83fps
2070000 % 0400000 %0000 % at 0yt
1 I o
'- r°=.2 > 0.32fps
B i R N R e r+ : :
M‘ﬁ‘“‘ s / r°=.4 = 0.56fps
[ ] | )
L edbe | | r° .6 = 0.83fps
o r°=.8
I| .
| i
|I | ..y .
| |
| -, | -.
i—l-.-{‘luuml reeey | FEaEAAAat,
’ | ¥ . ‘ w.
)—I—q" Lo o b ] b & 5 5 S S N Y
\ Y ¢ []
T I T I T I 1
200 400 GO0

time (second)
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mean stealth time

t,-t, is the intruder's stealth time
velocity is set to 5m/s
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intrusions starts at t=10s
when an intruder is seen, compute the stealth time, and
starts a new intrusion until end of simulation



mean stealth time

4 | <M= meanStealthTime r*=0.2
|| @ meanStealthTime 0.321ps
_ ~#- meanStealthTime r°=0.4
p=]
g 3 meanStealthTime 0.56ips
8
(7]
@ \
E » '||I % ety
£ B T
s | 1 TS b T oS-
o . 1
@ 4 _ ! ",_
§ 4 4 2! N
=]
2 'S
. A
rd
i
'
0 =
T T T T T T T T | T T T T T T T T | T
1E2 1E3
time (second)
2 | 4 meanstealthTime r°=0.6
|| @ meansStealthTime 0.83fps
_ ¥~ meanStealthTime r°=0.8
p=]
g 1.5 meanStealthTime 1.18fps
@
E.- - :—’"-.i
E ﬂ . -.'_’——
E 1= [ B :: L.“i‘hk rw‘-ﬁ . » - ’
E J \7"’ ¥ =
W — -+ ~
= e ey _4-1-'&%' - pa
@ 0.5+ _“*H‘*‘-* e e, R A S
E ¥
‘
| .w
r )
|:| .

T T T T T T T T T T T T T

1E2
time (second)

63



stealth time, winavg[10]

stealth time, winavgl0 (second)

stealth time, winavg10 (second)
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stealth time, winavg[10]

steath time, winavg10 (second)
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Sentry nodes

# of cover sets # intrusion detected
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Conclusions

 Surveillance applications have a high level
of criticity which make accountability
important

dCriticality model with adaptive scheduling
of nodes

JOptimize the resource usage by
dynamically adjusting the provided service
level

L Extension for risk-based scheduling in
infrusion detection systems
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Research directions

PERVASIVE AND UBIQUITOUS SYSTEMS

DATA MNC
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Controlled propagation (1)

SCHEDULING

JRGANIZATION

@® SENTRY NODE: NODE WITH HIGH SPEED CAPTURE
(HIGH COVER SET).

O IDLE NODE: NODE WITH LOW SPEED CAPTURE.
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Controlled propagation (2)

SCHEDULING

JRGAN

® ALERTED NODE: NODE WITH HIGH SPEED CAPTURE
(ALERT INTRUSION).

INTRUSION DETECTIONT
) L

LOow CRITICAL LEVEL

‘ HIGH CRITICAL LEVEL
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Controlled propagation (3)

dNot a simple propagation or
broadcast algorithm

dNot all nodes need to be at the maximum
(same) alert level

dWhich nodes should be more than
others?

Borrow propagation model from other
disciplines
Epidemic propagation, percolation, wave
propagation,...

dAccording to the model, map the
parameter of a surveillance system to
the model's parameters 71

SCHEDULING

JRGANIZATION



Controlled propagation (4)

ex: Tsunami generation

rslream

FROPAGATION

T GEMNERATION

sensor nodes near the
border may need to be
« alerted » than others,
they could have an
amplification factor
greater than those near
the centre




Congestion control (1)

dLot's of sensor nodes=lot's of trafic

A High probability of bottleneck, lot's
of packet drop, no useful data back

- to user!

1 Scheduling is tighly linked to
RGANIZATION resource control to be efficient

1 Scheduling is then not only find these
nodes that « see » the event, but
also how to select a subset of those
nodes that minimizes congestion

SCHEDULING
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Congestion control (2)




Congestion control (3)




Scheduling cover-set

A On intrusion, it is desirab|
to use more camera
dTo circumvent occlusions
dTo help for disambiguation

It is not necessary that all activated
camera capture at a same speed
(probably high speed)

dHow define different the target frame

capture speed for each node of the same
cover set?
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PERVASIVE AND UBIQUITOUS SYSTEMS

Towards wide-area

CONTROL
MONITORING
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