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Between the PDA and the RFID
tag of Internet-0, is the wireless
autonomous sensor




What Is A Sensor Node?

[ Sensor nodes could monitor a wide variety of

ambient conditions that include the followmg
temperature, |

humidity,

vehicular movement,

lightning condition,

pressure,

soil makeup,

noise levels,

the presence or absence of certain kinds of objects,

mechanical stress levels on attached objects, and

the current characteristics such as speed, direction, and

size of an object.

J Sensor nodes can be used for continuous sensing,
event detection, event ID, location sensing, etc.
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Traditional sensing applications




Traditional sensing
applications (contd.)
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Wireless autonomous sensor

In general: low cost, low power (the
battery may not be replaceable), small size,
prone to failure, possibly disposable

Role: sensing, data processing,
communication ngN

/ e %adioTransceiver

Data Storage

Battery Power

~

Anatomy of a Sensor Node \é{~
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Berkeley Motes

Size: 4cmx4cm
CPU: 4 MHz, 8bit

512 Bytes RAM, 8KB
ROM

Radio: 900 MHz, 19.2
Kbps, 3 duplex

Serial communication
Range: 10-100 ft.

------------ 2]
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e VST . '

Sensors: Acceleration, MICA2DOT

temperature, magnetic

field, pressure, Battery

humidity, light, and RF Panasonic
signal strength CR2354

560 mAh



Berkeley Motes (contd.)

et VR

- Each Mote has two
separate boards
O A main CPU board with
radio communication
circuitry

4 A secondary board
with sensing circuitry

) Decouples sensing

hardware from
communication hardware

3 Allows for
customization since
application specific
sensor hardware can be
plugged-on to the main
board

Sensing boards



SUN SPOT SuNSPOT

J Processor : ARM920T
180MHz 32-bit

512K RAM & 4M Flash.

J Communication :
2.4GHz, radio chipset:
TI CC2420 (ChipCon) -

TEEE 802.15.4
compatible

A Java Virtual Machine
(Squawk)

O LIUPPA is official
partner




Wireless Sensors Networks
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New sensor applications

environmental (1)

On-the-fly deployment of environmental monitoring’s network



New sensor applications

environmental (2)

" Environmental monitoring

. S e air
- . ® water

= L
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Cell-phones with embedded CO sensor

- most ubiquitous device (millions)
- not deployment cost

- high replacement rate

- NO energy constraints




New sensor applications

disaster relief - security

H RED

O S BT

Rapid deployment of fire

iy 2
&

Real-time organization detection systems in high-
and optimization of rescue risk places

in large scale disasters



« The weakest link »

Check out the
new lightweight
wireless sensor |
got for you

Hope he
won’t see
the cable

Energy
consumption need
to be taken into
account in every
mechanism or
optimization
solutionl




Multidisciplinary research

EVALUATION AND SIMULATION

DISTRIBUT
SYSTEMN &
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NETWORK

SIGNAL
IMAGE/VIDEO
PROCESSING

0S
MIDDLEWARE
SOFT. ENG.

DATA MNGT

HARDWARE

RADIO

Research issues in

ORGANIZATION
OVERLAYS

TRANSPORT

ROUTING

MAC
RESOURCES
ALLOCATION

WSN
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TCAP pr'ojecT(IgOOé—2009)

Jd« Video Flows Transport for
Surveillance Application »

JLIUPPA

JSoftware architecture for multimedia
iIntegration, supervision plateform, transport
protocols & congestion control

JCRAN (Nancy)

JVideo coding techniques, multi-path
routing, interference-free routing



Traditionnal surveillance
infrastructure
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w Scalar sensor node




Wireless Video Sensors
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Challenges?

JdWi.ireless Scalar Sensor Networks
Small size of events (°C, pressure,...)
dUsually no mobility

Data fusion, localization, routing, congestion
control

Jd Wi ireless Video Sensor Networks
dWhat's new?
Video needs much higher data rate
AWVSN for Surveillance

JWhat's new?
dWhere are the challenges?

27



Research in WVSN

1 Much works derive from scalar sensors
works with video coding specificities
dHigh data rate needs high compression ratio
Specific image/data fusion algorithms

Real-time flows are loss-tolerant=»spacial
redondancy codes (FEC) rather than temporal
redondancy (ARQ)

Very little contribution on what is specific
to sensors with embedded cameras

No real settlement of the design space

28



Sensing range & coverage

(u: vs

Video sensors capture scene with a Field of View
~ a cohe

Zoom feature = Depth of View

Image resolution

30



A model of video sensor
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Surveillance applications (1)

Lesson l:don't miss important events

Whole
understanding
of the scene
is wronglll

What is captured -



Surveillance applications (2)

Lesson 2: high-quality not necessarily
good

167x180 16 colors, light

Keep in mind
the goal of the
application!

167x180 BW (2 colors), light

333x358 16M colors, no light 33



Surveillance applications (3)

dLesson 3: don't pu’r all your eggs in
one basket . R

Several camera
provide multi-view
for disambiguation

34




Examples

1320x200
130 fps

1256 gray scale
J15Mbps raw

1320x200

12 fps

14 gray scale
1256kbps raw




Design space

1 Deployment scenario?
 Surveillance models?
JHomogeneous or heterogeneous?
 Stationary or mobility?
JCoverage?

JEnergy consumption?

JQuality of Service?

1 Synchronization?

dIntelligent vs non intelligent?

36



Deployment scenario
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sume random deployment

On-demand surveillance is possible only
with localization information

Otherwise limited to monitoring, intrusion
detection, tracking.

=

* No nuclear plant in particular 37



Surveillance models

Most problems come from the open model

Coverage & energy mngt, automatic
redundancy detection & multi-views mngt,
organization, ...

#70T R

: OO ()

Infrastructure-oriented model,

Open model, no well-defined usucslly,.we know what we are
surveillance area monitoring

Space maging 12/27/03 L

* No nuclear plant in particular 38



Homogeneity or not?

1Video nodes are more expensive

Large scale WVSN WILL BE
heterogeneous!

dMulti-tiers is a common approach
JHardware characteristics
JFunctionalities

JEnergy management is the prime goal

39



Reference architecture

|' B_JE Gateway

(a)
Single-tier flat,
homogeneous sensors,
distributed processing,
centralized storage

V=

dB

(b)
Single-tier clustered.
heterogeneous sensors,
centralized processing,
centralized storage

/
B
iRy

(€)
Multi-tier,

heterogeneous sensors,

distributed processing,
distributed storage

LEGEND

B Multimedia
“ processing hub

B Video sensor
* Audio scnsor

High end
video sensor

|
QSculur sensor
‘1 — Wirgless
= oateway
I' Storage hub

40



Multi-tiers for multi-purposes

TTS: A Two-Tiered Scheduling Mechanism for Energy
Conservation in Wireless Sensor Networks. See Nurcan
Tezcan's Research Projects 41



Advanced heterogeneity

Reliability in surveillance

JEnhance/validate/disambiguate video
information with other sources of information

124/24 surveillance

dReplace video by infrared when it's dark
AIf critical, why not « kamikaze » flash-sensor?

=2 SURVEILLANCE SERVICE€
Surveillance at any pricel

42



Surveillance Service

Buzzword!

-

OSimilar to Service Level Agreement:

_________________________________________________________________________

=>» SURVEILLANCE AT ANY PRICE €

no discontinuity of service
against node's failures

collaborative sensors e

service independant of its | QoS

implementation
43



Example: intrusion detection
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Example: intrusion detection

(utnnto @ f @%)

Collaboration, training,
knowledge fransmission L@g L@g
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Impacts of QoS

SURVEILLANCE

/\_/—\/
Software architecture, middleware,

supervision&control, adaptative

components, optimization, heuristic...
/\_/—\/
46



Mobility

[ Mobility for wireless sensor is expensive
[ Size constraints, tferrain constraints
[ Energy constraints

[ Most WSN have no mobility=» monitoring,
intrusion detection applications
[ Non-controllable mobility has limited applications:

mostly exploration (ZebraNet) & communication is
the main scientific problem




We see cheap mobility!
N\ D

[ Video sensors
have a cheap
mobility feature

 Pan-tilt camera
provide multiple
views possibility,
large variety of
app.: monitoring,

on-demand
explora‘rlon, Simpler & less
tracki ng. expensive than above

48



NBZ

Internet

Event's position determines sensors

scalar sensor

49



Mobility (pan-tilt) complexifies
coverage problem
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Far sensors can potentially capture the
global scene better (weather conditions)!
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Impact of pan-tilt-zoom
mobility

JMore parameters, more
optimization possibilities
dCoverage determination

and sensor selection
procedures

JEnergy-efficient initial
configuration settings

JQuality of service

A pan-tilt cyclops 32



Ex: Energy-efficient initial
configuration
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Ex: Energy-efficient initial
configuration
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Optimization
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On the coverage problem

Sensors with

Collaborative Traditional J
camera mobility
sensors sensors features
v v v
Training, Fixed position . .
Knowledge Fixed sensing ngher'b.si.er.lsmg
transmission range capabilities
g
! ! !
Coverage Coverage Coverage
fx.y.r.f) fx.y.r) flx.y, o(r))
focy.r£B) | | foxy. o)) |

/
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The overall surveillance
system: the wishes

sensor
hardware

Best coverage

Highest net.
L lifetime
(M)
o - W PO |
= Operate 24/24
[\“ » a2
( C % P | a
iy = At
surveillance
service

56



The overall surveillance
system: the answers

Sensors must be able to

Define best way to
Insure coverage
Schedule themself to
increase network
lifetime

Able o reconfigure
themselves

<

(i:q1)
=)
A6 op L
RER el :
Base station
[{ioail) B N {itiq) - Define & mOHiTOr'
Eﬁ'@ 2 user's QoS

- Manage soft. Components
and traffic flows through
connectors

Communicate to
collaborate

Communication protocols must

- Define best configuration
according to context
— Supervise the set of
sensors, manage failures

YT

Provide efficient connectivity, multi-
hop, multi-path routing

Handle information-intensive traffic 57



NZOHAD2XIOTMOHOMZO0OO <K<KOO®ZMZM

Middleware/app.

NETWORK .
ISsues we address
IMAGE/VIDE CBSE for SENSOR NODE
DYNAMIC
PROCESSINGO SENSOR'S 0S RECONFIGURATION
0S ‘ SERVICE-ORIENTED
SERVICE REPOSITORY
MIDDLEWARE | » SUrERVESION
SOFT.ENG. Q
O
| ADAPTIVE APPLICATION &

DATA MNGT —»  APPLICATIONS

HARDWARE
RADIO



Supervision platform

Applicative Part

dTake care of user's e
QoS and QoS [ |
continuity
JdAllows for a Meaomemens || WishesofUsers || Suice oLl
service-oriented | ! !
surveillance system Diagos
dDiscovery and -
publish mechanisms Cofiunion (4| Sstpome

dIn charge of
determining which
configuration is
better




A bit of the internal design

Fixed-node/base station

Business
Components
Repository

Non-mobilethost

container + BC
n \

153

Connector
T

€

5 U

Routing

Connector
Factory

Platform
Mobil e Host Non-Mobile Host
nnector Local .
[COMTERTor S ™~ Routing e
11 T state
BC — , al
Container 1 Creage T State —__ .
e e g ruy = I Routing

O " eepemnr=T

Connector
Factory

Container
Factory

local BC
Repository

Container
Factory

Connector
Factory

Platform
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NETWORK

IMAGE/VIDEO
PROCESSING

0S
MIDDLEWARE
SOFT. ENG.

DATA MNGT

HARDWARE
RADIO

Network issues we
address

VIDEO COVERAGE
ORGANIZATION SELECTION &
OVERLAYS WAKE-UP MECHANISM
LOAD-REPARTITION
CONGESTION CONTROL
TRANSPORT
(@,
| MULTI-PATHS ROUTING g
ROUTING
MAC
RESOURCES
ALLOCATION



Video coverage

RS Rs

-8 V1

Vie-
L J
V5
{V 1,
y ~, {V2,V1},
A ={ve N(V):vcovers the point “a” of the FoV} ‘g {V3,V1},
B = {v e N(V) : v covers the point “b” of the FoV} Vi {V2,V4,V 5},
C={v e N(V):vcovers the point “c” of the FoV} {V3,V4,V35})

G ={v e N(V) : v covers the point “g” of the FoV} 62



Sensor selection/wake-up

JThe activity of video sensor nodes
operates in rounds.

JWithin a round, each node decides to
be active or not based on the messages
received from its neighbors.

JEvery node orders the sets of covers in
term of their cardinality,

1Gives priority to the covers which have
minimum cardinality.

63



Selection procedure

starts

Within a round, each node
ca decides to be active or not
e based on the messages
received from its neighbors

V' in Col

 Visactive 7 j}“j

Ciol

YES

99% coverage with 60%

active nodes for 100 nodes,
T .l;amﬁ'ﬁ- .___NO 50% for 200, 44% for 250
\ and 40% for 300

V' m Co2

TES

Col [ Vis active

End 64



Percentage of coverage
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Intrusion de’rec‘rlon (1)

..........
......

JUse more cameral @O 00

A To circumvent occlusions -
To help for disambiguation
dOn intrusion, V sends an urgent message to
neighbors to end the current round

dfrom V's set of covers V selects the one
that ensure the target's multi-coverage

dIf ok, V goes to sleep mode and sends its
status to its neighbors...

d..which in their turn schedule their activity,

and a hew round starts.

66



Intrusion detection (2)

! ! ! ! ! ! ! | I 1
T Reducing ambiguities ——
Only with active set /=

80

70 -

60

80

time (s)

40 b
30 |

20

il R R !

0 1 2 3 4 5 B 7 B8 9 10 11
velocity (m/s)

The rectangular object (4x2m2) traverses a 100 100m?2
area where we have randomly dispersed 150 video nodes.




CC scenario in WSN

[ Densely deployed sensors
[ Persistent hotspots
[ Congestion occur near the sources
 Sparsely deployed sensors, low rate
[ Transient hotspots

O Congestion anywhere but likely far from the sources,

towards the sink

[ Sparsely deployed sensors, high rate
[ Both persistent and transient hotspots
[ Hotspot distributed throughout the network

68



Some ideas for CC in WSN

[ Congestion detection
[ Monitor output buffer/queue size
d Monitor channel busy time, estimate channel's load
[ Monitor the inter-packet arrival time (data, ctrl)

 Congestion notification

[ Explicit congestion notification in packet header, then
broadcast (but then energy-consuming!)

[ Congestion control
[ Dynamic reporting rate depending on congestion level

[ In-network data reduction techniques (agressive aggregation)
oh congestion

69



Ex: ESRT
Event-to-Sink Reliable Transport

Places interest on events, not
individual pieces of data

dApplication-driven: Application
defines what its desired event
reporting rate should be
Runs mainly on the sink

Main goal: Adjust reporting rate of
sources to achieve optimal reliability
requirements »event reliability

Y. Sankarasubramanian, O. B. Akan, and |. F. Akyildiz, “ESRT: Event-
to-Sink Reliable Transport,” in Proceedings of ACM MobiHoc'03



Reliability vs Reporting
frequency
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Reporting frequency (f)

Regorting frequency (f)

[ Initially, reliability increases linearly with reporting frequency

[ There is an optimal reporting frequency (f,.,), after which
congestion occurs

d F, . decreases when the # of nodes increases

max
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Which CC for WMSN?

JApproaches that reduce the
reporting rate may impact on
detection efficiency

1Some packets are more important
than others in most of video coding
schemes

Collaborative in-network processing:
Reduce asap the amount of
(redundant) raw streams to the sink

72



Lightweight Load Repartition

1Keep sending rate, thus video quality,
constant: surveillance & critical
applications

J Suppose
dpath diversity: path-id
Congestion notifications from network:

CN(node-id, path-id)

Load repartition of video traffic on

multiple paths

73



inUse Nhop
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Path diversity
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7

0

8
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1

1

8|0

2

0

710

inUse Nhop

2

9

10

11
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Load repartition modes

dMode O

no load-balancing

dMode 1
duses all available paths from the beginning

JMode 2
dstarts with 1 path, for each CN(nid,pid) adds a
new path
JMode 3

dstarts wih 1 path, for each CN(nid pid) balance
uniformly trafic load of path pid on all available
paths (including path pid to avoid oscillation)
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CN(node-id,path-id)

Node 5 is congested

inUse Nhop

21119 90
0|10 (O

1{0(11 (O

inUse Nhop

7 | 50

810

—CN(5;2)— inUse Nhop

1

118|50

2

0(7]0

inUse Nhop

Only active
paths are
concerned

2

119

90

0|10

of11
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Node 2 becomes congested

inUse Nhop
1117 |25
2l1]8 |25
inUse Nhop
1]8]25
6 17|25 Load balance
CN(node-id,path-id) % excess trafic
of available
paths
inUse Nhop @ inUse Nhop
2119 |30 \ 2|19 |30
110 |30 1|10 |30
1{1]11 |30 CN(5,2) CNGB.2) 1(1]11 {30
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Message dropping

a0

70

30

10

Some results (1)
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Fig. 4. Message dropping rate at sensor queues
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Fig. 7. Mean consumed energy per recerved packet

78



Throughput faimess
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Some results (2)
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Towards the big picture
(with D. Hoang from UTS)

User Activating

Camera Nets

Intelli geré
Agent

Authorised
User

Authorised
User

Intelligeté
Agent k!

Co abo%A
er the Grid'

Camera Nets
‘

s

Intelli geré
Agent

80



Conclusions

_INew domain

JIMentioned scientific problems may be
not new, but new parameters to take
into account

Larger design space than traditional
surveillance infrastructures

dLarger design space than scalar sensors

dLots of related domains where
contributions could be done
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