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Abstract—Image sensor node’s activity is defined based on
the application’s criticality level and sentry nodes with faster
capture rates have higher probability to detect intrusions and
will alert neighbor nodes. At the MAC level, we consider duty-
cycled approaches to periodically set nodes in sleep mode for
energy preservation. However, in doing so, care must be taken
to also preserve the quality of event detection and sentry nodes
must still be able to quickly propagate alert messages to meet the
strong requirements of mission-critical surveillance applications
in communication delays. We propose an original approach to
dynamically determine the duty-cycle length of image sensor
nodes to increase the probability of matching active period
between nodes, thus reducing the alert latency while globally
reducing the energy consumption.

Index Terms—Image Sensors; Duty-cycled MAC; Mission-
critical; Quality of service.

I. INTRODUCTION

Our research considers mission-critical surveillance applica-
tions where image sensor nodes are thrown in mass, randomly,
to start the surveillance process, e.g. intrusion/anomaly de-
tection, situation awareness,. . . When an intrusion is detected
by a node it will (i) send a number of images to the sink
and (ii) alert a number of neighbor nodes. Alerts could be
propagated at k hops but this is not illustrated in the figure.
Fig. 1 illustrates the alert process in which neighbor nodes are
put in alert mode (red nodes).
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Fig. 1: Alert propagation

We address the Medium Access Control (MAC) layer for
providing low energy consumption and low latency for alert
propagation. In Fig. 1, it is desirable that neighbor nodes
can receive the alert indication as soon as possible in order

to propagate the alert towards the sink. However, as event
detection in wireless sensor networks (WSN) can be quite
sporadic and nodes be idle for a long period of time MAC
layers usually adopt a duty-cycled behavior in order to save the
energy consumption of maintaining the radio module awake
listening for incoming packets: an active or listening period
alternates with an inactive or sleep period. A simple approach
for duty-cycling such as the one proposed by the 802.15.4
standard can be improved with synchronization features to
have common active periods (SMAC [1], TMAC [2] to name a
few), with low-power listening (LPL) capabilities and pream-
ble transmissions (B-MAC [3], X-MAC [4], TP-MAC [5] to
name a few) or adapted to bursty traffic [6]. Reader can
refer to [7] to have a recent survey of MAC protocols for
WSN. While synchronous approaches are not scalable for large
networks, LPL and preamble-based approaches still suffer
from high latencies when node’s sleeping period is large. We
propose to adapt the active period of sensor nodes to provide
low-latency alert communication. In Fig. 1, neighbor nodes
for node n1 will set their listening period according to the
criticality level of node n1: the higher the criticality level, the
longer the listening period. Additionally, the node’s listening
period will also depend on the node’s redundancy level in order
to determine a listening period which will not compromise the
node’s lifetime. The contribution in this article is based on a
criticality model we developed in [8] for image sensors: (i)
each sensor node n has a frame capture rate which depends
on the criticality level and node n’s redundancy level, then (ii)
each neighbor node ni will set its listening period according
to node n’s frame capture rate and its own redundancy level.
Although our approach has been designed for image sensor the
proposition can also work with traditional scalar sensors with
disk coverage. Our contribution can also be used with LPL
and preamble approaches to determine the receiver periodic
channel sampling interval, thus reducing the cost of preambles.

The remainder of the paper is structured as follows. Section
II reviews our criticality-based scheduling. Our proposed MAC
approach is explained in Section III. Simulations and results
are shown in Section IV. The implementation is described in
Section V and we conclude in Section VI.



II. CRITICALITY-BASED NODE SCHEDULING

Most of previous works on intrusion detection applications
[9], [10], [11], [12], [13] focused on coverage and energy
optimizations without explicitly having the application’s crit-
icality in the control loop. For instance, with image sensors,
the higher the capture rate is, the better relevant events could
be detected and identified. However, even in the case of very
mission-critical applications, it is not realistic to consider that
video nodes should always capture at their maximum rate
when in active mode. In randomly deployed sensor networks,
provided that the node density is sufficiently high, sensor
nodes can be redundant (nodes that monitor the same region)
leading to overlaps among the monitored areas. Therefore, a
common approach is to define a subset of the deployed nodes
to be active while the other nodes can sleep. One obvious way
of saving energy is to put in sleep mode nodes whose sensing
area are covered by others. However, in mission-critical appli-
cations where it is desirable to increase responsiveness, nodes
that possess a high redundancy level (their sensing area are
covered many times by other nodes so that they have many
cover sets) could rather be more active than other nodes with
less redundancy level.

In [8] the idea we developed is that when a node has several
covers, it can increase its frame capture rate because if it
runs out of energy it can be replaced by one of its cover
sets. Then, depending on the application’s criticality, the frame
capture rate of those nodes with large number of cover sets
can vary: a low criticality level indicates that the application
does not require a high image frame capture rate while a high
criticality level does. We proposed to link the criticality level
to the number of cover sets by concave and convex curves as
illustrated in Fig. 2.
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Fig. 2: The Behavior curve functions

These type of curves have the following interesting proper-
ties for mission-critical applications:

• a concave curve has most projections of x values on the y-
axis close to 0 (Fig. 2 box A). Such curve could represent
”low criticality” applications that do not need high frame
capture rate;

• a convex curve where most projections of x values on
the y-axis are close to the maximum frame capture
rate (Fig. 2 box B). Such curve could represent ”high
criticality” applications that need high frame capture rate;

We proposed in [8] to use a Bezier curve to model the
2 application classes. 3 points can define a convex (high
criticality) or concave (low criticality) curve: P0(0, 0) is the
origin point, P1(bx, by) is the behavior point and P2(hx, hy)
is the threshold point where hx is the highest cover cardinality
and hy is the maximum frame capture rate determined by the
sensor node hardware capabilities. As illustrated in Fig. 2, by
moving the behavior point P1 inside the rectangle defined by
P0 and P2, we are able to adjust the curvature of the Bezier
curve, therefore adjusting the criticality level: according to the
position of point P1 the Bezier curve can move from a convex
to a concave form. P1 therefore defines a criticality level r0

which is between 0 and 1, 1 being the highest criticality level
which requires fast frame capture rate.

Assuming P0(0, 0), P1(bx, by) and P2(hx, hy) we can de-
fine the Bezier curve (BV) as follows:

BV : [0, hx] −→ [0, hy]
X −→ Y

BVP1,P2(X) ={
(hy−2by)

4b2x
X2 +

by
bx
X if (hx − 2bx = 0)

(hy − 2by)(∝ (X))2 + 2by ∝ (X), if (hx − 2bx 6= 0)

Where ∝ (X) =
−bx+

√
bx2−2bx∗X+hx∗X
hx−2bx

∧

 0 ≤ bx ≤ hx

0 ≤ X ≤ hx

hx > 0

We then define the Rk function such that varying r0, the
dynamic risk level, between 0 and R0 gives updated positions
for P1 thus obtaining corresponding values for bx and by:

Rk : [0, R0] −→ [0, hx] ∗ [0, hy]
r0 −→ (bx, by)

Rk(r0) =

{
bx = −hx × r0 + hx

by = hy × r0

If we set the maximum cover set cardinality to 12 and the
maximum frame capture rate to 3fps we have P2(hx, hy) =
(12, 3) and Table I shows the corresponding capture rate for
some relevant values of r0.

TABLE I: Capture rate in fps when P2 is at (12,3).

r0 1 2 3 4 5 6 7 8 9 10 11 12
0 .01 .02 .05 0.1 .17 .16 .18 .54 .75 1.1 1.5 3
.1 .07 .15 .15 .17 .51 .67 .86 1.1 1.4 1.7 2.1 3
.4 .17 .15 .55 .75 .97 1.1 1.4 1.7 2.0 2.1 2.6 3
.6 .16 .69 1.0 1.1 1.5 1.8 2.0 2.1 2.4 2.6 2.8 3
.8 .75 1.1 1.6 1.9 2.1 2.1 2.5 2.6 2.7 2.8 2.9 3
1 1.5 1.9 2.1 2.4 2.6 2.7 2.8 2.9 2.9 2.9 2.9 3

With this criticality-based scheduling approach nodes with
high number of cover-set will implicitly become sentry nodes
by having a higher frame capture rate. The motivation of the



work we present in this paper is to allow fast propagation
of alert messages from the sentry nodes to the sink. For that
purpose, we will propose an adaptive listening period, making
each neighbor node of a sentry node ready to receive the alert
message and to forward it to the sink. We will describe our
contribution in the next sections.

III. CRITICALITY-BASED ADAPTIVE MAC PROTOCOL
DESIGN

In our application scenario a node detecting an event will
first send an alert to the sink. Note that any node can detect
an event but according to the previously described criticality-
based scheduling approach, some nodes will have higher
capture rates than others and therefore will act as sentry
nodes because they have a higher probability of detecting
an intrusion or any changes in the environment (under the
assumption that events occur uniformly in the covered area).
The node’s activity at the application level (the image capture
process to detect events) can actually be independent from the
radio activity which is the focus of this work. As indicated
previously, all nodes have a radio duty-cycled behavior where
the radio module is put to sleep for some time, and then waked
up to listen for other nodes wanting to communicate with
it, e.g. transmission of an alert message for instance. In our
scenario, it is desirable that neighbor nodes of a sentry can
receive the alert message as soon as possible to (i) increase
their criticality level and, most importantly, (ii) propagate the
alert towards the sink.

Our contribution works in 2 phases. The first phase is to
determine for each image sensor node its associated sentry
node, i.e. the image node in its neighborhood with the highest
frame capture rate. A node with an associated sentry node
will be called a follower node. Then in a second phase,
we adapt the follower node’s listening period to increase
its responsiveness in case of alerts: be ready to receive and
quickly relay data to the sink.

A. Sentry selection phase

In this first phase, after having determined its cover-set
and frame capture rate [8], every node broadcasts these infor-
mation. Once all the nodes have finished broadcasting, each
node can identify the node with the highest capture rate in its
neighborhood. That node is termed as sentry node or master
node in its neighborhood. Remind that the capture rate of any
node is calculated using the Bezier curve model described
previously with examples shown in Table I. Fig. 3 depicts the
end of phase 1 where a sentry node (the black node with the
highest frame capture rate) has been identified and associated
to follower nodes in a given neighborhood.

Once the sentry node has been identified and its frame cap-
ture rate known, the second phase is to set the follower node’s
radio duty-cycling pattern. We propose that the listening period
of the follower nodes be calculated in relation to the frame
capture rate of their sentry node. However another important
factor to consider is the follower node’s redundancy level.
When a node has several cover sets, if it runs out of energy it

can be easily replaced by one of its cover sets. Therefore this
follower node can afford to have a duty cycling pattern with
longer listening time. This is the purpose of phase 2 described
in the next paragraphs in more details.
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Fig. 3: Sentry node selection at the end of phase 1

B. Determining duty-cycling pattern

If a follower node has a small number of cover sets then
it is preferable that it preserves its energy because it can
hardly be replaced. This means that each follower node of a
given sentry node may have different listening time depending
on the size of its cover-sets. We propose that the duty-
cycling pattern of a follower node follows the convex/concave
model previously described in Fig. 2 in order to maintain the
properties of criticality-based scheduling. However, the y axis
will now give the corresponding duty-cycle value (between 0
and 1, corresponding to the listening period ratio) based on
the cardinality of the cover sets of the follower node itself
expressed on the x axis and the sentry node’s frame capture
rate, see bottom part of Fig. 4.
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Actually, the sentry node’s capture rate value is normalized
against the maximum frame capture rate and is used as a
new criticality level for the node, whose duty-cycle value is
being calculated. In this duty-cycle model, we therefore now
have P2(hx, hy) = (12, 1): maximum considered number of
cover sets is 12 and duty-cycle ratio is between 0 and 1.
The concave curves will represent the smallest capture rate
(normalized) where most duty-cycle values will give have
smaller listening periods, i.e. values are near to zero, unless
if a node has high number of cover sets in which case it will
have a larger listening period. Similarly, the convex curves
represent the highest capture rate (normalized). In this case
the duty-cycle values calculated for the follower nodes will be
longer. Follower nodes with larger number of cover sets will
have duty-cycle values longer than those with smaller number
of cover sets.

Fig. 4 illustrates the entire duty-cycling computation process
at follower nodes. In this example, with a criticality level of
0.8 (which gives a convex curve), a node having 9 cover sets
will capture at a frame rate of 2.75 fps. Assuming that this
node is selected as a sentry node, then its neighbors will use its
capture rate to compute their own duty cycle value. Therefore
we see in Fig. 4 how the capture rate is normalized (against
the maximum capture rate defined by hardware constraints,
3fps in the example) and used as a new criticality level for
computing the duty cycle value at a follower node, taking its
number of cover sets into account. Here, this new criticality
level gives a curve which is more convex, i.e. most values on
the y axis will be in the upper half of the curve even with
smaller number of cover sets, which means longer duty-cycle
values for follower nodes.

As mentioned previously, our approach can also be a
very effective method for the preamble length calculation in
preamble-based MAC protocols, like B-MAC [3], X-MAC
[4]. We will describe in the next section the performance
evaluation of our method and comparisons with a static duty-
cycle approach.

IV. SIMULATION RESULTS

To evaluate our approach we conducted a series of simu-
lations using the OMNET++/Castalia simulator. For these set
of experiments, we randomly deployed 110 sensor nodes in
a 400mx400m area. Each sensor node captures with a given
number of frames per second (between 0fps and 3fps). We
set the maximum number of cover sets for a node to be 12:
nodes with higher number of cover sets will only consider
12 cover sets. Minimum duty cycle is fixed at 0.1 and the
criticality level is set at 0.8. Random intrusions are introduced
in the simulation model and nodes can detect an intrusion if
the intruder is covered by their field of view at the time of the
image capture. Upon intrusion detection, a node will broadcast
an alert message.

We compared our approach with a traditional static duty-
cycled MAC protocol with varied duty cycle values: 0.5, 0.6,
0.7 and 0.8. For instance, a cycle duration of 1s with a duty-
cycle value of 0.8 will give 0.8s of radio activity (e.g. can

receive) followed by a 0.2s period of inactivity (e.g. can
not receive). The follower node’s duty cycle values varies
depending on its number of cover sets and capture rate of
their sentry node. A sentry node does not need to keep its
radio active for a long period of time, hence its duty cycle is
kept at minimum, i.e. 0.1.

To verify our approach, we designed all the follower nodes
to respond with an acknowledgment message on reception of
an alert, confirming the reception of the alert. The responses
received from the followers confirm that the alert was suc-
cessfully propagated. On the other hand, no response from the
followers goes on to show that the follower nodes were on the
sleep mode and they did not received the alert message. Now
this means that the alert was sent but none of the follower
nodes was available to hear that communication, alert was
not propagated and it was not relayed to the sink, which can
have severe consequences for applications of critical nature.
The total number of alerts sent by all the sentry nodes is
approximately 1070. Fig. 5 shows the total number of alerts
sent by sentry nodes to which no responses were received, i.e.
the number of alerts which were not propagated through the
network.
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Fig. 5: Number of alerts missed
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Fig. 6: Received and successfully propagated alert messages

Fig. 6 shows the percentage of received and successfully
propagated alert messages. We see in Fig. 5 and 6 that the



results of the MAC protocol proposed in this paper, are
second only to a static MAC with 80% duty cycle. Criticality
adaptive MAC proposed in this paper shows better results in
comparison to duty cycled static MAC with duty cycle of 0.7.
Actually, as the number of nodes working at 0.7 duty-cycle or
above is small, the results shown in Fig. 5 clearly illustrate the
benefit of our criticality adaptive MAC approach: fewer nodes
working on high duty cycle values but better responsiveness.
Non-sentry nodes also sent 353 alerts and in response received
358 acknowledgements.

Fig. 7 shows the comparison of total energy consumption
of all the nodes in the network in Joules, when using the
energy model of Castalia. In the figure we can see that our
criticality adaptive MAC protocol consumed 48% less energy
in comparison to a static MAC with duty cycle of 0.8, for a
static with duty cycle of 0.7, the energy saved was around 44%,
and the corresponding values were 38% and 32% respectively
for static MAC 0.6 and static MAC 0.5.
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Fig. 7: Comparison of total consumed energy

Taking the global energy consumption of the network, Fig. 8
shows the energy consumed per successfully propagated alert
message for the various MAC protocols.

2.95	   3.01	  
3.14	   3.25	  

1.75	  

0	  

0.5	  

1	  

1.5	  

2	  

2.5	  

3	  

3.5	  

Sta+c	  MAC	  
0.5	  

Sta+c	  MAC	  
0.6	  

Sta+c	  MAC	  
0.7	  

Sta+c	  MAC	  
0.8	  

Adap+ve	  
MAC	  

En
er
gy
	  c
on

su
m
ed

	  p
er
	  A
le
rt
	  m

sg
	  in
	  J	  

Fig. 8: Comparison of energy consumed per alert message

We see in Fig. 8 that the adaptive MAC approach gives
significantly better results in comparison to static MAC with
different duty cycle durations. The energy is efficiently utilized
to increase the network lifetime.

V. IMPLEMENTATION

A. Follower nodes

We implemented the follower nodes with Libelium Wasp-
Mote sensor board (www.libelium.com). The WaspMote is
built around an Atmel ATmega1281 micro-controller running
at 8MHz. There are 2 UARTs in the WaspMote that serve
various purposes, one being to connect the micro-controller
to the radio modules. The radio module is an XBee 802.15.4
radio from Digi (www.digi.com) that offers the basic 802.15.4
PHY and MAC layer service set in non-beacon mode. One ad-
vantage of the WaspMote is to easily power off completely the
radio module from the control software to implement the duty-
cycle behavior. The control program waits for initialization
messages to define the number of cover-sets (”C” message),
the sentry capture rate (”R” message), the cycle length (”T”
message) and a static schedule (”D” message) for the static
duty-cycling case. When the number of cover-sets and the
sentry’s capture rate have been received, the criticality-based
duty-cycling behavior will start and the follower nodes will
wait for alert messages (”A” messages) in order to respond
by an ”ACK” message. A led connected to the WaspMote
will show when the radio is ON (active) or OFF (sleep), see
Fig. 9.

Fig. 9: A Waspmote follower node

B. Sentry node

The sentry node behavior is taken from the simulation
model run on a Linux computer: we take the intrusion sim-
ulation time trace from a specific sentry node in order to
have the intrusion time sequence. A python script reads the
time sequence and broadcasts through an IEEE 802.15.4 XBee
gateway the corresponding ”A” message at the appropriate
moment. For the moment, the simulation is run first, then the
time trace is extracted.

C. Test-bed

Fig. 10 shows our test-bed with 1 sentry node (the Linux
machine with the XBee gateway) and 5 follower nodes. A
shell script will automatically configure each follower node
with an appropriate cover-set size by sending a ”C” message
and will also broadcast the sentry’s capture rate with an ”R”
message. On Fig. 10, each follower node is identified by its
MAC address (prefixed by 0x0013A200) and has an associated
cover-set size. When all follower nodes are configured they



start the duty-cycling behavior. We set the cycle length to
3000ms and the frame capture rate of the sentry node to
2.33fps (i.e. the sentry node has 6 cover-sets and run at a
criticality level of 0.8, see Fig. 4). Fig. 10 shows a snapshot
where each follower node has computed its duty-cycle ratio
and where 2 follower nodes have their radio ON, 408BC823
and 4086D828 identified by the green ”active” banner, while
the 3 others are in sleep mode.
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Fig. 10: A Waspmote follower node

D. Preliminary results

Fig. 10 also shows a radio promiscuous sniffer plugged
into the wireshark packet analysis tool to record all the
exchanged messages. We made the sentry node script stop after
1000 intrusions (we therefore have 1000 ”A” messages) and
we counted the number of ”ACK” messages from followers
nodes. In the best case, when all follower nodes are active at
the time of the alert message, we would have a total of 5000
ACK messages. We compared our criticality-based duty-cycle
MAC approach with a static duty-cycle behavior of 0.5, 0.6,
0.7 and 0.8 as previously. A given alert message failed to
be propagated if there are no ACK messages for this alert
message. The wireshark trace allows us to easily track
down such cases and we experimentally found results close
to those presented in Fig. 5.

E. Energy consideration

We also measured the energy consumption of the WaspMote
node when the radio is powered-off and when the radio is al-
ways powered-on. With the radio OFF and minimum process-
ing tasks, the WaspMote consumes about 0.036J/s (36mW).
With the radio ON and ready to receive and propagate alert
messages it consumes about 0.236J/s (236mW). With a static
duty-cycle strategy the energy gain can be directly obtained
from the duty-cyle ratio as all nodes have the same ratio. With
our criticality-based duty-cycle approach we can still know the

overall energy gain with the duty-cycle value of each follower
node.

VI. CONCLUSIONS

In this paper, we proposed a duty-cycled MAC protocol for
low latency alert propagation and low energy consumption.
In a network all the nodes work for the same purpose so if a
node has high redundancy, it can be used more extensively for
detection purposes. The key point in our approach is to link
the duty cycle of nodes with image capture rate and number
of cover sets.

Simulations have shown the efficacy of our approach. The
results have shown that our approach was responsive to
high number of alerts in comparison to various duty cycle
lengths for a static duty-cycle MAC. At the same time the
energy consumed for the whole network was minimum for our
approach, which are very promising results. We implemented
our approach and experimental measures have confirmed our
simulation results. In future we want to extend our sentry node
selection to two-hops and we want the duty cycle of nodes on
the route to sink to be calculated with this approach, to receive
images at the sink with minimum latency.
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