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Network Server

= [hree main entities:

= End devices
» Gateway
= Servers: network, join, application
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Three main entities:
= End devices
» Gateway
= Servers: network, join, application

Suport bidirectional traffic:
=__Uplink (UL)
= Downlink (DL)

Not recommended, but needed:
LoRaWAN (OTAA, ADR, sync)
Reliability (ACK)

Control of actuators

Firmware Update Over the Air (FUOTA)

Network Server

%

(ESAI\%I) /JGWz\ ((p) A)
o\ L o/

ED, ED,

(m) (@)

Transmission and
reception of UL and DL traffic



Three main entities:

End devices
Gateway
Servers: network, join, application

Suport bidirectional traffic:

Uplink (UL)

Downlink (DL)

Not recommended. b

Network Server
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Transmission and
reception of UL and DL traffic



Downlink in LoRaWAN
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Loss cause
= Negative impact on network capacity due to: o0- N AoK g:;vu-:nv“cgfsending
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= How to evaluate? |
' ateway:
- Analytically [1, 4] £ s on link between end device and 9
« Simulation [2]
< Emulation - ELoRa [3]

= Network server is responsible for:
« End device activation and monitoring
» Controlling LoRaWAN mechanisms
e Scheduling downlink packets
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=  Simple architecture, open source for private implementation

LoRa® Gateway LoRa® Gateway
UDP Packet Forwarder Basics Station API client CO ntroIS exchange Wlth gateway
UDP Websockets
oud / server / VM

ChirpStack Gateway Bridge

LoRa® Gateway ntegrations LoRa® Gateway
UDP Packet Forwarder + ChirpStack Concentratord +
ChirpStack MQTT Forwarder Lo Lo LENrE Mo EicE ChirpStack MQTT Forwarder
MQTT /

MQTT broker

ChirpStack




= More complete architecture

LoRaWAN® Ecosystem
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= Focus is in the communication gateway and network server

Traffic from end devices to gateway is simulated in NS-3

Network server is real

Operating system

ELoRa
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Ns-3 Simulated Scenario

E End Devices Gateways ‘:
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Performance evaluation of network servers




S|mUIat|OnS Wlth 3 gatewayS End Device Positions for ED = 1000 Histogram of SF values for ED = 1000

Traffic: CBR, 1 pkt / 150 o -

Simulation time 90 min 5 oo | o
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Number of packets
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= Balanced traffic among the gateways
= Chripstack receives more UL

= TTN gateway busy Tx more than Chirpstack
= Chripstack schedules (much) more DL

= TTN is more conservative, but more accurate
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= DL success = #successful DL schedules / #total DL that need to be scheduled
= Chripstack schedules more DL than TTN, regardless the number of end devices ‘ ‘ ‘ ‘



Expired timestamp

Busy concentrator

Vi

Network End Pkt Pkt Drop Pkt Loss ¥ Pkt Received
Devices | Scheduled | Late (%) | due Tx (%) Tx (%)
CS 5000 18403 1.64 18.40 14715 79.50
CS 10000 18649 5.53 21.37 13631 76.81
CS 20000 18573 16.56 19.20 11932 71.42
TTN 5000 13912 1.28 0.08 13723 78.92
TTN 10000 12766 4.93 0.96 12015 77.99
TTN 20000 12546 14.70 1.12 10561 78.05
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» Chirsptack prioritises RX1, TTN prioritises RX2 (higher sensitivity in the receiver,
but at the cost of a higher transmission time)
= TTN server busy transmitting for longer periods (impacting more UL)




= Conclusion:
= Chripstack schedules more than the gateways can handle
= TTN is more conservative
= None of the servers account for duty cycle

= Future work:
= Measure fairness
= |dentify deficiencies and strengths in both network servers
= Improvements of downlink scheduling
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