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[ an ACK can be a data segment at the same time (piggybacking)
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A brief history of TCP

1975

Three-way handshake
Raymond Tomlinson

In SIGCOMM 75

1974
TCP described by
Vint Cerf and Bob Kahn
In IEEE Trans Comm

N

collapse
1983 A
BSD Unix 4.2 1986
supports TCP/IP Congestion
collapse
1 observed

1982

TCP & IP
RFC 793 & 791

N

1984

Nagel’ s algorithm
to reduce overhead
of small packets;

predicts congestion

N

round-trip time

1988
Van Jacobson’s
algorithms
congestion avoidance
and congestion control
(most implemented in
4.3BSD Tahoe)

1987
Karn’s algorithm 1990
to better estimate 4.3BSD Reno

fast retransmit
delayed ACK’ s
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..in The nineties

1994 1996
Trce SACK TCP
(Braden) (Floyd et al)
Transaction Selective
TCP Acknowledgement
A
A
1993 1994 1996 1996
TCP Vegas ECN Hoe FACK TCP
(Brakmo et al) (Floyd) Improving TCP (Mathis et al)
real congestion Explicit startup extension to SACK
avoidance Congestion A A 2004
Notification TCP NewReno
A A
1993 1994 1996
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Uni Innsbruck Informatik - 5
From Mickeal Welzt

TCP History in RFC

status: early

Timestamps,
PAW S,

Slow start+ congestion avoidance, | | MO0V Sealing DSACK
; SWS avoidance /Nagle, Largerinitial | [NewReno
Fasies RTO calculation, delayed ACK SACH ¢ Window

RFC 2883
H TO\A 07 /2000

RFC 793 RFC 1122 RFC 1323 RFC 2018 RFC 2988 RFC 3390 RFC 3782
09 /1981 10/1989 05/1992 10 /1996 11/2000 10/2002 04/2004

L — A S

RFC 2581 RFC 3042 RFC 3517
/04/1999 01/2001 _04/2003 |84 0K basts

Y\ loss recovery
Fullspecification of RFC 3168

Slow start, 09 /2001 Limited Transm it
congestion avoidance,
FR/FR

ECN




Flow control
prevents receiver's buffer overfow

Packet Sent Packet Received

Sequence Number

Acknowledgment

} }

O o O © >

acknowledged to be sent outside window
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Congestion control vs flow

control

j \Transmission

rate adjustment

Transmission
netwaork

Small-capaciy

receiver —a —

Flow control 1s for receivers
Congestion control is for the network

Internal
congestion

Congestion
collapse was first
observed in 1986

by V. Jacobson.
Congestion control
was added to TCP
(TCP Reno) in
1988.

Large-capacity
receiver

From Computer Networks, A. Tanenbaum

THE DARK SIDE OF TCP LIUPPA



Uni Innsbruck Informatik - 8
From Mickeal Welzt

Internet congestion control: History

e 1968/69: dawn of the Internet
« 1986: first congestion collapse

 1988: "Congestion Avoidance and Control” (Jacobson)
Combined congestion/flow control for TCP
(also: variation change to RTO calculation algorithm)

e Goal: stability - in equilibrum, no packet is sent into the
network until an old packet leaves

- ack clocking, “conservation of packets“ principle
- made possible through window based stop+go - behaviour

o Superposition of stable systems = stable -
network based on TCP with congestion control = stable




TCP congestion control: the big
picture (TCP Tahoe)

o meo * Congestion window
doubles every round-trip
time

Threshold

[ 1 packet
O ack

Threshold

Sequence No
CoopoNENmEERmEQ

Congestion window (kilobyte.

m
omm
OpBNEmEMm

\4

[ O I I [ I I I .
) 10 12 14 18 18 20 Time

Transmission humber

d cwnd grows exponentially (slow start), then linearly
(congestion avoidance) with 1 more segment per RTT

O If loss, divides threshold by 2 (multiplicative decrease) and
restart with cwnd=1 packet
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Uni Innsbruck Informatik - 10
From Mickeal Welzt

Fast Retransmit / Fast Recovery (Reno)

Reasoning: slow start = restart; assume that network is empty
But even similar incoming ACKs indicate that packets arrive at the receiver!
Thus, slow start reaction = too conservative.

1.

2.

Upon reception of third duplicate ACK (DupACK): ssthresh = FlightSize/2

Retransmit lost segment (fast retransmit);

cwnd = ssthresh + 3*SMSS

("inflates” cwnd by the number of segments (three) that have left the network
and which the receiver has buffered)

For each additional DupACK received: cwnd += SMSS
(inflates cwnd to reflect the additional segment that has left the network)

Transmit a segment, if allowed by the new value of cwnd and rwnd

Upon reception of ACK that acknowledges new data (“full ACK“):
"deflate” window: cwnd = ssthresh (the value set in step 1)



Uni Innsbruck Informatik - 11
From Mickeal Welzt

Tahoe vs. Reno

|
10 11

Time (RTT)



From the control theory point of view

f ) feedback

Closed-loop control

1 Feedback should be frequent, but not oo much
otherwise there will be oscillations

[ Can not control the behavior with a time
granularity less than the feedback period
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The TCP saw-tooth curve

N

TCP behavior in steady state
Isolated packet losses trigger

N/2
the fast recovery procedure

instead of the slow-start.

. 3N/AN/2

Packets/cycle
d The TCP steady-
state behavior is
referred to as the
Additive Increase- no loss:
Multiplicative cwnd = 1
Decrease process loss:
cwnd = 0.5
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Phase plot

AIMD

A

User2’'s

X2

Allocation |

Convergence
point

X1+X,=C

X1=Xo

Efficiency Line

" Fairness Line

User 1’ s Allocation x;

v

Fairness is preserved
under Multiplicative
Decrease since the
user's allocation ratio
remains the same

Ex: x, _x,b

x, x;b

[ Assumption: decrease policy must (at minimum) reverse the
load increase over-and-above efficiency line

[ Implication: decrease factor should be conservatively set to
account for any congestion detection lags etc
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Very High-Speed Networks

1 7 optical fiber

20

200000km/s, delay of Sms every 1000km

1 Today's backbone links are optical, DWDM-
based, and offer gigabit rates

J Transmission time <<< propagation fime

JDuplicating a 10GB database should not be
a problem anymore
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The reality check: TCP on a 200Mbps link

Throughput (Mbps)
200

"banhwidth.dag"
"TCP-NewReno_300ms, dat"

=t | Huge capacity in network links
does not mean end-to-end
performances!

TCP is not adapted to exploit
Long Fat Networks!

100 F

50 F

Packet losses

0 50 100 150 200 250 200 350 400 450 500
Time (=)
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The things about TCP your
mother never told youl

dIf you want to transfer a 1Go file with a
standard TCP stack, you will need minutes
even with a 200Gbps (how much in $?) link!
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Tuning stand for TCP
the dark side of speed!

TCP performances
depend on

A TCP & network parameters
» Congestion window size, ssthresh (threshold)
- RTO timeout settings

- SACKs | NEED A
+ Packet size SPECIALIST!

JSystem parameters
»+ TCP and OS buffer size (in comm. subsys., drivers...)
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First problem: window size

1 The default maximum window size is 64Kbytes.
Then the sender has to wait for acks.

£ Sender Receiver
..... x é’_%
& = Packet #1
o &
s :; l Packet #2
=1 £ 4. Packet #3
; -4 Packet #1 Ack.
= Packet #2 Ack.
\ 4
Packet #4
Packet #5
Packet #6 Packet #4 Ack.
Packet #5 Ack.
/ Packet #6 Ack.
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First problem: window size

1 The default maximum window size is 64Kbytes.
Then the sender has to wait for acks.

RTT=200ms Link is 0C-48 = 2.5 Gbps

Waiting time
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Rule of thumb on Long Fat

Networks
capacity

DHigh-%d network

Propagation
time is large

< 0010100101010101001010100101101 .
;..01001011 01010101010100100111110100110111 E’ g
<\Z 01010010010010111010101010001010 <\/%\
Transmission 01010101010101010001110111010 Need lotso¥
L 1011010001010011110101011
time is small memory for
buflflefS'!_
the

The optimal window size should be set to

bandwi1dthxRTT product to avoid blocking at
the sender side

LIUPPA
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Side effect of large

windowe

TCP becomes very sensitive to
packet losses on LFN

2500

Congestion window size

Num of packets

2000 F

1500 F

1000 F

500 F

"tep_cwnd_300ms, dat"

. —— Large congestion window

create burst/congestion

Packet losses

50

100

150 200 250 300
Time (s)

350

400
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Pushing the limits of TCP

1 Standard configuration (vanilla TCP) is not
adequate on many OS, everything is under-
sized

dReceiver buffer
dSystem buffer
dDefault block size

dWill manage to get near 1Gbps if well-tfuned
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Pushing the limits of TCP

TCP performance from NL to UK during 12h

948 ’ .
short path ——
lon

EISTandar'cJ | \‘ | /' EES
adequate| ™ /J\,J\f\ﬁ wa’\/\[ W\/\fv\/’“\j‘“‘o’\/ﬂ”\j :

sized oo | V

dReceivel: _ | Large congestion window
0 System . Socket buffer=64Mo
S sen |
dDefault|: o * o
rﬁlﬂ fk Tﬁ% fw| _JI Tk % A " ﬁ.f fkﬁ !h I% ) \ ﬁ :ﬁ
N 840 _+'| Y AN I'+H | |I'| ||I,T f ,-'H k“_H\-g"l Y I’g""l [ II.Ill ]L i ",I M'.I I| ¥
D Wl ” manc \ |'| o l"i'l II || || 3 ! Y * VT 1 L
i [ “ ﬁ HI | || b
820 u U Hf i ﬂ HJ
! | {
see a 5;99 18;88 15;88 28;89 25;99 366648 358648 4808008 45608
Time (s 1

Source: M. Goutelle, GEANT test campaign
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Problem on high capacity link?
Additive increase is still too slow!

| to full speed

40

pbytes)

44 — Take ages to get

\

G /-)\
%  Timeout With 100ms of round trip time, a

connection needs 203 minutes
Thrsshok (3h23) to send at 10Gbps starting

- from 1Mbps!

Once you get

high throughput,
maintaining it is <
difficult too!

THE DARK SIDE OF TCP

e Sustaining high congestion windows:
A Standard TCP connection with:
— 1500-byte packets;
—a 100 ms round-trip time;
— a steady-state throughput of 10 Gbps;
would require:
— an average congestion window of 83,333 segments;
— and at most one drop (or mark) every 5,000,000,000 packets
(or equivalently, at most one drop every 1 2/3 hours).

This is not realistic.
From S. Floyd




TCP rules:
slow increase, big decrease

A TCP connection with 1250-Byte packet size and 100ms RTT is
running over a 10Gbps link (assuming no other connections, and no
buffers at routers)

1.4 hours 1.4 hours

slow
increase

A  Packet

cwnd

From Injong Rhee, Lisong Xu

Slow start ~ Congestion avoidance Time (RTT)
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Going faster (cheating?)

n flows is better than 1

dThe CC limits the throughput of a
TCP connection: so why not use more
than 1 connection for the same file?

Very

blg flle TCP connection TCP connection

I R s
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Some results from
TIEPM/SLAC

Thruput SLAC to CERN with 256kByte
. window & 2 streams More streams is better than
. —— largﬁ“er congestion windows
;‘E Q‘It;'lara;nutqfrom SLAC to CERN for 64Kbyte window with 8
E 5 http://www-iepm.slac.stanford .ed:/ttrl(e)Z?:risng/bulk/window-Vs-streams html
‘é_U | 35
= 4
g ;- LA aed e
£ I B 6
oMo £ w wl l|| Il ) i |u|'n'|l 'l"l ||||| ||.||,'|u||;I
=Sz 23 |
Measurement number (~81 sed g 10 ||| ||| || | l||||| || ” | I, |I| I: | WL

| |||I TR AR ||I|
5 l'||| ||||I ||'|I||| : ' .I| |||'|I

EStream1 OStream2 OStream 3 W Stream 4

Measurement number (each separated by ~ 162 seconds)

OStreamS MWStream 6 OStream 7 W Stream 8
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Multiple streams

No/few modifications to transport
protocols (i.e. TCP)

Parallel socket libraries
jGPIdFTP (http://www.globus.org/datagrid/gridftp.html)

AbbF TP (http://docin2p3.fr/bbfip/)
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New transport protocols

New transport protocols are those
that are not only optimizations of TCP

dNew behaviors, new rules, new
requirements! Everything is possiblel

New protocols are then not
necessarily TCP compatiblel
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The new transport protocol strip
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Response function

JThroughput = f(p, RTT)
UTCP's response function

21N

& 3N/4 . N/2

z packets pet
£ N2 cycle

= N2 RTT (N/2)2+1/2(N/2)?

Average window size (in packets) = W = 3N/4 | from (N+N/2)/2
Number of packets per cycle = 3N/4 . N/2=3N2/8=1/p

— Where p 1s the packet loss ratio (which should remain small enough)
_ r— |8
So N'= JA p

Average throughput (in packets/sec)= B=W /RTT =3N/4 RTT
1

-% .
Throughput = W 5 _MIU e

RTT \2 RTTA[p
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TCP's response function in
image

W 3 MTU MTU: Packet Size

Throughput = —— = ,|— RTT: Round-Trip Time
RTT \2 RTT+/p P N
P : Packet Loss Probability

1,0E+06
. 10Gbps requires a packet loss rate of
< 1 0E+05 10-19, which is an unrealistic (or at least
en ’ .
g | = hard) requirement for current networks.
o — o
= | 2 1,0e+04 |
S| =
~ | 2
0 | 3 1,0E+03 +
o 2
g | E
£ 1,0E+02
=
[

1,0E+01 f f f f f f f

1,0E-10 1,0E-09 1,0E-08 1,0E-07 1,0E-06 1,0E-05 1,0E-04 1,0E-03 1,0E-02
Packet Loss Probability
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AIMD, general case

cwnd = cwnd * (1-1/2)

cwnd = cwnd + 1

L1

cwnd = cwnd + 32

The throughput of AIMD
is always about 13 times —o—TCP
larger than that of TCP

cwnd = cwnd * (1-1/8)

1,0E+05 | —6—AIMD

1,0E+04 +

NOT TCP
Friendly!!!

1,0E+03 1

Throughput (Mbps)

1,0E+02 +

1,0E+01

1,0E-07 1,0E-06 1,0E-05 1,0E-04 1,0E-03 1,0E-02

Packet Loss Probability

Inspired from Injong Rhee, Lisong Xu
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High Speed TCP [Floyd]

[ Modifies the response function to allow for more
link utilization in current high-speed networks
where the loss rate is smaller than that of the
networks TCP was designed for (at most 10-2)

TCP Throughput (Mbps) RTTs Between Losses W P
1 5.5 8.3 0.02
10 55.5 83.3 0.0002
100 555.5 833.3 0.000002
1000 5555.5 8333.3 0.00000002
10000 55555.5 83333.3 0.0000000002

Table 1: RTTs Between Congestion Events for Standard TCP, for
1500-Byte Packets and a Round-Trip Time of 0.1 Seconds.

From draft-ietf-tsvwg-highspeed-01.txt
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Modifying the response

Packet Drop Rate P  Congestion Window W RTTs Between Losses To specify a modified response
________________________________________________________ function for HighSpeed TCP, we
10~=2 12 8 use three parameters, Low Window,
102-3 38 25 High Window, and High P. To
10~-4 120 80 Ensure TCP compatibility, the
10~=5 379 252 HighSpeed response function uses
10”°-6 1200 800 the same response function as
10~=7 3795 2530 Standard TCP when the current
10~-8 12000 8000 congestion window is at most
10~-9 37948 25298 Low Window, and uses the HighSpeed
10~-10 120000 80000 response function when the current
congestion window is greater than
Table 2: TCP Response Function for Standard TCP. The average Low_Window. In this document we
congestion window W in MSS-sized segments is given as a function of set Low_Window to 38 MSS-sized
the packet drop rate P. segments, Corresponding to a packet
drop rate of 107-3 for TCP.

From draft-ietf-tsvwg-highspeed-01.txt

Packet Drop Rate P Congestion Window W RTTs Between Losses
10~-2 12 8
10~-3 38 25
10~-4 263 38
10~-5 1795 57
10*-6 12279 83
107~-7 83981 123
10~-8 574356 180
10%-9 3928088 264
10~-10 26864653 388
Table 3: TCP Response Function for HighSpeed TCP. The average
congestion window W in MSS-sized segments is given as a function of
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See it in image

le+08 :l lll 1 lll 1 I ll 1 lll 1 lll 1 lll 1 lll 1 III I ll-:
- R TCP i
S 1e+07 HSTCP ————-- __
E B \\\ .
2 let06 F Ny [ TCP Friendlyj =
2 . S region i
2100000 E e 2 -
4w B N .
o - ™~ -
B 10000 E __
% i ]
g 1000 F :
E 100 £ .
Q
10 I-I III 1 III 1 III 1 III 1 III 1 III 1 v I-
le-10 Te-09 le-08 1e-07 1e-06 1e-050.0001 0.08
packet loss rate p
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Relation with AIMD

no loss:
cwnd = cwnd

A TCP-AIMD
JAdditive increase: a=1 loss:
OMultiplicative decrease: b=1/2 cwnd = cwnc

AHSTCP-AIMD
dLink a & b to congestion window size
da = a(cwnd), b=b(cwnd)

dGeneral rules
» the larger cwnd, the larger the increment
* The larger cwnd, the smaller the decrement
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Quick to grab bandwidth,

slow to give some back!

80 > 0.5
+
70 |+ x o # 045
% .
60 L Xy 0.4
X 0.35
v 50 X
E 40 No loss: 0.3
3z cwnd=cwnd+a 025
® 30 | 02
Loss: '
20 — _.' S 0 15
cwnd=cwnd*(1-b) o e, |
10 - e g 0.1
O —h' ll|+ + + lll lllll 1 1 Ll 1111 0.05
10 100 1000 10000 100000
congestion window w

b(w) value
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Talking about dark side...

Cund for 1 HSTCP flow and 1 TCP flow

Cund for 2 TCP flouws

A =1
’ H“[ "‘ ‘I ‘H "‘ il ‘\‘I‘ \“['1 I ”‘HMf}/\‘ [/\ u“ﬂ‘ \‘IH ° /
UL I i f el I L { {
“|‘ “\I I]\‘ ‘[I‘ “xl I/ | b \ l L / L l L V //
ol Starvation of TCP flow A // a4y
(>10x) v 7 ’

Sea

1 HSTCP and 1 TCP flow

SETUP RTT=100ms
Bottleneck BW=50Mbps
Qsize=BW*RTT
Qtype=DropTail
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It's a search problem!

dGet to the available bandwidth: how
to get there efficiently?

=
’ )

4 — Take ages to get )

4 | to full speed - _ Timeout

36 A Linear increase not optimal
7 32 - —— --- --
% 28 |

O O O—O0—0O0-00—
« Small jumps » strategy
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Binary Search with Smax and

Smin
1 Binary search O Wmax: Max Window
while (Wmin <= Wmax){ 3 Usually the last cwnd
inc = (Wmin+Wmax)/2 - value before packet

drops (last fast recovery)

d Wmin: Min Window

cwnd;
if (inc > Smax)

inc = Smax: d Smax: Max Increment
else if (inc < Smin) d Smin:  Min Increment
Inc = Smin;

cwnd = cwnd + inc;
if (no packet losses)

Wmin = cwnd;
else break; }

THE DARK SIDE OF TCP LIUPPA
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Binary Search with Smax and
Smin

Available Bandwidth

_ AN
Wmax 256 S a——
Smin
224 +
192 -

=f== Linear Search

-_—

(=2}

o
1

=@-= Binary Search with Smax and Smin

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Time (RTT)
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Binary Increase Congestion

Control (BIC)

Binary Increase, Drop Tail

d On losses : I | | .
cwnd=cwnd.(1-1/8) e —

d Recall for Reno
cwnd=cwnd.(1-1/2)

Binary search increase

500

Window (packets/RTT)

l

AN

Additive increase

fffffffff

ly e
] ] I ] ] ]

0 10 20 30 40 50 60

Time (sec)
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Setting Smax

1 Response Function of BIC
on high-speed networks

R MSS 2.7,/SmaX
- 05

RIT  p°

1 Bandwidth scalability
of BIC depends only on
Smax

3 RTT Fairness of BIC on
high-speed networks is
the same as that of

AIMD

1,0E+06 T

1,0E+05 +

1,0E+04 T

1,0E+03 T

Throughput (Mbps)

1,0E+02 +

Bandwidth scalability

=== TCP
=== Smax=16

== Smax=32
== Smax=64

1,0E+01
1,0E-07

1,0E-06

1,0E-05

1,0E-04

1,0E-03

Packet Loss Probability

1,0E-02

Source Injong Rhee, Lisong Xu
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Setting Smin

1,0E+06

 Response Function of ——TcP
BIC on low-speed 1 0Es05 | _':'_::“g:”
networks i SMin=0.001
MSS 1,0E+04 +
S
RTT f(p mln )

1,0E+03 +

Throughput (Mbps)

3 TCP-friendliness of
BIC depends only 1,0E+02 |

oh Smin TCP friendliness

1,0E+01 t t t t
1,0E-07 1,0E-06 1,0E-05 1,0E-04 1,0E-03 1,0E-02

Packet Loss Probability

Source Injong Rhee, Lisong Xu
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Response Functions

! Bandwidth scalability } [ RTT Fairness }

1,E+05

—¢=TCP
=@- AIMD
=il HSTCP
e STCP
=== BIC

1,E+04 +

[ TCP-Friendliness

1,E+03 +

Packets/RTT

1,E+02 +

1,E+01 } } } }
1,E-07 1,E-06 1,E-05 1,E-04 1,E-03 1,E-02

Packet Loss Probability

Source Injong Rhee, Lisong Xu

THE DARK SIDE OF TCP LIUPPA



CUBIC

Cwnd =W, +C(t-KY)

512

448 + BIC TCP 1s implemented and used by default in
Linux kernels 2.6.8 and above. The default
implementation was again changed to CUBIC
320 1 TCP in the 2.6.19 version.

256 +

384

o0

cwnd

192 +

128 +

64 1

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Time (RTT)

Source Injong Rhee, Lisong Xu
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Loss-based vs Delay-based

dMost of TCP approaches uses loss-based
factor to control cwnd's growth (TCP,
HSTCP, BIC)

A delay-based approach typically uses the
RTT increases/decrease to
decrease/increase cwnd

dWhen RTT increases, there is a high
probability that packets are backlogged in
router's buffer, indicating congestion in a
near future

THE DARK SIDE OF TCP LIUPPA



Loss-Based: TCP Reno

window

» time

SS: Slow Start
CA: Congestion Avoidance

Fast retransmission/fast recovery
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Delay-based: TCP Vegas

(Brakmo & Peterson 1994)

window
A

» time

JConverges, no retransmission
... provided buffer is large enough
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Compound TCP

dCompound TCP incorporates a delay-
based factor in addition to the loss-
based factor

12 window state variables
JCwnd

Dwnd: delay window
AWin=min(cwnd+dwnd, a4, +iseqWnd)
JCwnd updated as standard TCP
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Congestion Control in CTCP
(1)

dCalculate diff (backlogged pkts)

samely as in TCP Vegas

Expected = win/baseRTT

Actual = win/ RTT

Diff = (Expected — Actual)-baseRTT

JdControl functions

(dwnd(t) + (oc-win(t)* =1)*,if diff <y
dwnd(t +1) = 1(dwnd(t) - £ - diff )" ,if diff =y
()*=max(.,0) (wz'n(t) ‘(1-B)—cwnd/ 2)+ ,1f loss 1s detected

-
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Congestion Control in CTCP

dReno
AW, =W+l
ACTCP (E=1)
AW, =W+oWk 08
AW, =W, ©
AW.,=W:+l, @
JA;: queue size
estimation

dIf A, >y, move from
6 10 ©.
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CTCP and Windows Vista

CTCP is enabled by default in
computers running beta versions of
Windows Server 2008 and disabled
by default in computers running
Windows Vista. CTCP can be enabled
with the command

netsh interface tcp set global congestionprovider=ctcp

THE DARK SIDE OF TCP LIUPPA



XCP [KatabiO2]

O XCP is a router-assisted solution, generalized the ECN

concepts (FR, TCP-ECN)

[ XCP routers can compute the available bandwidth by
monitoring the input rate and the output rate

[ Feedback is sent back to the source in special fields of the

packet header

Q

H feedback EC
i I FC
source
m Input rate: I, Output rate: O,
XCP-ﬁI.)agket header\

H_cwnd (set to the sender’s current cwnd)

H_rtt (set to sender's RTT estimate)

H_feedback (initialized to sender's
demands)

S

feedback=01.rtt.(0,-1)-BQ
a=0.4, f=0.226
( Q: persistent queue size
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XCP in action

Feedback value represents a window increment/decrement

H_cwnd=200
H_rtt=100ms
H_feedback=0

SOuUrce
I.=250Mbps 0,=100Mbps

74

— -
f—————y

cwnd=194
a=0.4, =0.226

N

{ feedback=o.rtt.(O.-1.)-BQ

H_cwnd=200 Q: persistent queue size

H_rtt=100ms . o

H_feedback=—6 "~ Case without BQ contribution
O,-1.=100-250=-150

feedback=-6
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Throughput {(Hbps)

200

156

160

56

XCP

Variable bandwidth environments

Available Bandwidth ——
KCP_B - 188ns - 00%loss 7
KCP_1 - 188ns - 00%loss
KCP_2 - 188ns - 00%loss

Good fairness and
stability even in
variable bandwidth
environments

XCP sender

16

20

Tine (s)

UDP senders

XCP receiver

L3/ 1ms
R1 L IB% d)lﬂ)P;;rwem
0

Nt

50ms “%\IZ\O 1
® 02

16 16

2 (O
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XCP-r [Pacheco&PhamO5]

A more robust version of XCP

KCP - ACK loss rate 12%

1000 ————— T ————

Avatiable Bandwidth —— 1
|'r__"
ll
|II
e — — :  — F;‘:,—_au-_ ——
[ bN
i Ny
// g
10
-~
%]
Q.
=]
r
A
]
a 1r
ofs
1]
-
Q
[
ofm
=
8.1
e.e1
8.0801 '
0 10 20 30 40
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56

10 flows sharing
a 1Gbps link

Fast recovery after
the timeouts and
better fairness
level



XCP-r performance

Amount of data transfered in 50s, 10 flows, 1Gbps link, 200ms RTT

6000 - 5102,866 5157,458
4640,955
5000
t
r
M a 4000
3 : 2495,747
tf 3000 -
e e
S ¥ 2000
e
d /
1000 -
0 I I I I
TCP HSTCP XCP XCP-r
Protocol
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XCP-r fairness

TCP and HSTCP

are not really
fair...
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Nothing is perfect :-(

dMultiple or parallel streams
JHow many streams?
JOS high overheads

1 Tradeoff between window size and
number of streams

INew protocol

JFairness issues?

1Deployment issues?

1Still too early to know the side effects
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Hostile environments

d Asymetric networks
dSatellite links & terrestrial links
QA Wireless (WiFi, WiMax, b6)
dHigh loss probability
Losses zcongestions
JAd-Hoc
L Small capacity
dHigh mobility
Wi ireless Sensor Networks/IoT
High resource constraints
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Conclusions

dUnderstanding the dark side allows to
move forwards!

u H owever... vanilla TCP
0=
b 1Z)GBfEe
N~ MAY THE FORCE
BE WITH YOU!
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