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ABSTRACT

This paperproposesa mechanisnfor equation-basedongestion
control for unicasttraffic. Most best-efort traffic in the current
Internetis well-sened by the dominanttransportprotocol, TCP.
However, traffic suchasbest-efort unicaststreamingmultimedia
could find usefor a TCP-friendly congestioncontrol mechanism
thatrefrainsfrom reducingthe sendingratein half in responseo
a single paclet drop. With our mechanismthe senderexplicitly
adjustsits sendingrate as a function of the measuredate of loss
events,wherealosseventconsistof oneor morepacletsdropped
within a singleround-triptime. We useboth simulationsand ex-
perimentsover theInternetto explore performance.

We considerequation-basecongestiortontrolapromisingavenue
of developmentfor congestiorcontrol of multicasttraffic, andso
anadditionalmotivationfor thiswork is to lay asoundbasisfor the
furtherdevelopmeniof multicastcongestiorcontrol.

1. INTRODUCTION

TCPis thedominantransporiprotocolin the Internet,andthecur-
rent stability of the Internetdependn its end-to-enccongestion
control, which usesan Additive IncreaseMultiplicative Decrease
(AIMD) algorithm. For TCPR, the ‘sendingrate’ is controlledby
a congestionwindow which is halved for every window of data
containinga paclet drop,andincreasedy roughlyonepaclet per
window of dataotherwise.

End-to-endcongestioncontrol of best-efort traffic is requiredto
avoid the congestioncollapseof the global Internet[3]. While
TCPcongestiorcontrolis appropriatdor applicationsuchasbulk
datatransfer somereal-timeapplicationgthatis, wherethe datais
beingplayedout in real-time)find halving the sendingratein re-
sponsdo a singlecongestiorindicationto beunnecessarilgevere,
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asit cannoticeablyreducethe userperceved quality [22]. TCP’s
abruptchangesn the sendingratehave beena significantimpedi-
mentto thedeplaymentof TCP’s end-to-endtongestiorcontrolby
emepging applicationsuchasstreamingmultimedia.ln ourjudge-
ment,equation-basedongestiorcontrolis a viable mechanisno
provide relatively smoothcongestiorcontrolfor suchtraffic.

Equation-basedongestiortontrolwasproposednformallyin [12].
WhereasAIMD congestiorcontrol backsoff in responséo a sin-
gle congestiorindication, equation-basedongestiorcontrol uses
a control equationthat explicitly gives the maximumacceptable
sendingrateasa functionof therecentiosseventrate Thesender
adaptdts sendingrate,guidedby this controlequationjn response
to feedbackfrom the recever. For traffic that competesin the
best-efort Internetwith TCP, the appropriatecontrol equationfor
equation-basedongestioncontrol is the TCP responsefunction
characterizinghe steady-statsendingrate of TCP asa function
of theround-triptime andsteady-statéosseventrate.

Althoughtherehasbeensignificantpreviousresearcton equation
basedand other congestioncontrol mechanismg8, 18, 17, 22,

15, 21], we are still ratherfar from having deplg/able conges-
tion controlmechanismfor best-efort streamingnultimedia.Sec-
tion 3 presentshe TCP-FriendlyRateControl(TFRC)proposafor

equation-basedongestiorcontrol for unicasttraffic. In Section5

we provide acomparatie discussiorof TFRCandpreviously pro-

posedmechanismsThebenefitof TFRC,relatveto TCP, isamore

smoothly-changingendingrate. The correspondingostof TFRC

is a more moderateresponsdo transientchangesn congestion,
including a slower responsdo a suddenincreasdn the available

bandwidth.

Oneof our goalsin this paperis to presenta proposalfor equa-
tion basedcongestiorcontrolthatlaysthe foundationfor the near

term experimentaldeployment of congestioncontrol for unicast
streamingmultimedia. Section4 presentgesultsfrom extensve

simulationsandexperimentswith the TFRCprotocol,shaving that
equation-basedongestioncontrol using the TCP responsdunc-

tion competedairly with TCRP. Both the simulatorcode and the
real-world implementatiorare publicly available. We believe that
TFRC andrelatedforms of equation-basedongestiorcontrolcan
play asignificantrolein theInternet.

For most unicastflows that want to transferdatareliably and as
quickly aspossible the bestchoiceis simply to useTCP directly.

However, equation-basedongestioncontrol is more appropriate
for applicationsthat needto maintaina slowly-changingsending
rate,while still beingresponsie to network congestioroverlonger



time periods(secondsas opposedo fractionsof a second).lt is
ourbeliefthatTFRCis sufficiently maturefor awider experimental
deployment,testing,andevaluation.

A secondgoal of this work is to contritute to the development
and evaluationof equation-basedongestiorcontrol. We address
anumberof key concernsn the designof equation-basedonges-
tion control that have not beensuficiently addressedh previous
researchincludingresponsienesgo persistentongestionavoid-
anceof unnecessargscillations,avoidanceof the introductionof
unnecessargoise,androbustnes®ver awide rangeof timescales.

Thealgorithmfor calculatingthelosseventrateis a key designis-

suein equation-basecbngestiorcontrol,determininghetradeofs

betweemresponsienesgo changedn congestiorandtheavoidance
of oscillationsor unnecessarilabruptshifts in the sendingrate.
Section3 addressethesetradeofs anddescribeghe fundamental
component®f the TFRCalgorithmsthatreconcilethem.

Equation-basedongestiorcontrolfor multicasttraffic hasbeenan

active areaof researctor severalyears[20]. A third goal of this

work is to build a solid basisfor thefurtherdevelopmenf conges-
tion control for multicasttraffic. In alarge multicastgroup,there
will usuallybe at leastonerecever that hasexperienceda recent
pacletloss. If the congestiorcontrolmechanismsequirethatthe

sendereducests sendingratein responséo eachloss,asin TCP,

thenthereis little potentialfor the constructionof scalablemulti-

castcongestiorcontrol. As we describan Section6, mary of the

mechanismén TFRC aredirectly applicableto multicastconges-
tion control.

2. FOUNDATIONS OF EQUATION-BASED
CONGESTION CONTROL

Thebasicdecisionin designingequation-basedongestiorcontrol
is to choosethe underlyingcontrol equation. An applicationus-
ing congestiorcontrolthatwassignificantlymoreaggressie than
TCP could causestanation for TCP traffic if bothtypesof traffic
werecompetingin a congestedrlFO queu€[3]. From[2], a TCP-
compatibleflow is definedasa flow that, in steady-stateysesno
morebandwidththana conformanfTCPrunningundercomparable
conditions. For best-efort traffic competingwith TCPin the cur
rentinternet,in orderto be TCP-compatiblethe correctchoicefor
the control equationis the TCP responsdunction describingthe
steady-stateendingrateof TCP.

From [14], one formulation of the TCP responsdunction is the
following:

@

S
T =
Ry\/22 +trro(34/22)p(1 + 32p2)

This givesanupperboundon the sendingrateT in bytes/secasa
function of the paclet size s, round-triptime R, steady-statéoss
eventratep, andthe TCPretransmitimeoutvaluetgro.

An applicatiorwishingto sendessthanthe TCP-compatibleend-
ing rate(e.g.,becausef limited demand)wvould still becharacter
izedasTCP-compatibleHowever, if asignificantlylessaggressie
responsdunctionwereused thenthe lessaggressie traffic could
encounteistanation when competingwith TCP traffic in a FIFO
queue. In practice,whentwo typesof traffic competein a FIFO
gueueacceptabl@erformancédor bothtypesof traffic only results
if thetwo traffic typeshave similarresponséunctions.

Someclassesf traffic might not competewith TCP in a FIFO

queue,but could insteadbe isolatedfrom TCP traffic by some
method(e.g.,with perflow schedulingor in a separatelifferenti-
atedservicesclassfrom TCPtraffic). In suchtraffic classesappli-

cationsusingequation-basedongestiorcontrolwould not neces-
sarily berestrictedo the TCPresponséunctionfor theunderlying
controlequation.lssuesaboutthe meritsor shortcomingof vari-

ouscontrolequationgor equation-basedongestiorcontrolarean

active researclareathatwe do notaddressurtherin this paper

2.1 Viable congestioncontrol doesnot require
TCP

This paperproposesieploymentof a congestiorcontrolalgorithm
thatdoesnot halve its sendingratein responséo a singleconges-
tion indication. Giventhatthe stability of the currentinternetrests
on AIMD congestiorcontrol mechanismén generalandon TCP

in particular aproposafor non-AIMD congestiorcontrolrequires
justificationin termsof its suitability for the global Internet. We

discusswo separatgustifications,onepracticalandthe otherthe-

oretical.

A practicaljustificationis thattheprinciplethreatto the stability of
end-to-endcongestiorcontrolin the Internetcomesot from flows
using alternateforms of TCP compatiblecongestioncontrol, but
from flows thatdo notuseary end-to-endcongestiorcontrolatall.
For muchcurrenttraffic, the alternatves have beenbetweenTCPR,
with its reductionof the sendingratein half in responseo a sin-
gle paclet drop, andno congestiorcontrolat all. We believe that
thedevelopmentof congestiorcontrolmechanismsvith smoother
changesn thesendingatewill increasencentivesfor applications
to useend-to-endtongestiorcontrol,thuscontrituting to the over-
all stability of theInternet.

A moretheoreticaljustificationis that preservingthe stability of

the Internetdoesnot requirethat flows reducetheir sendingrate
by half in responséo a singlecongestiorindication. In particular

the prevention of congestioncollapsesimply requiresthat flows

usesomeform of end-to-endcongestioncontrol to avoid a high

sendingratein the presencef a high paclet droprate. Similarly,

aswe will shaw in this paper preservingsomeform of “fairness”
againstcompetingTCP traffic alsodoesnot requiresucha drastic
reactionto a singlecongestiorindication.

For flows desiringsmootherchangesn the sendingrate, alterna-
tivesto TCP include AIMD congestioncontrol mechanismghat
do not usea decrease-by-hateductionin responseo congestion.
In DEChbit, which was alsobasedon AIMD, flows reducedtheir

sendingrateto 7/8 of the old valuein responsdo a paclet drop

[11]. Similarly, in VanJacobsors 1992revision of his 1988paper
on CongestionAvoidanceand Control [9], the main justification
for a decreasdaerm of 1/2 insteadof 7/8, in AppendixD of the

revisedversionof the paper is thatthe performanceenaltyfor a

decreas¢ermof 1/2is small. A relative evaluationof AIMD and
equation-basedongestioncontrolin [4] exploresthe benefitsof

equation-basedongestiorcontrol.

3. THE TCP-FRIENDLY RATE CONTROL
(TFRC) PROTOCOL

Theprimarygoalof equation-basecbngestiorcontrolis notto ag-
gressvely find anduseavailablebandwidth but to maintaina rel-
atively steadysendingratewhile still beingresponsie to conges-
tion. To accomplistthis, equation-basedongestiorcontrolmakes



the tradeof of refraining from aggressivelyseekingout available
bandwidthin the mannerof TCP. Thus,several of thedesignprin-

ciplesof equation-basedongestiorcontrolcanbe seenin contrast
to thebehaior of TCP.

e Do not aggressiely seekout available bandwidth. Thatis,
increaseahe sendingrateslowly in responseo a decreasén
thelosseventrate.

e Do not halve the sendingrate in responseo a single loss
event. However, do halve the sendingrate in responseo
severalsuccessi lossevents.

Additional designgoalsfor equation-basedongestiorcontrol for
unicasttraffic include:

e The recever shouldreport feedbackto the senderat least
onceperround-triptime if it hasreceved pacletsin thatin-
tenval.

e If the sendethasnot receved feedbackafter several round-
trip times,thenthesendeshouldreducsts sendingate,and
ultimately stopsendingaltogether

3.1 Protocol Overview

Applying the TCP responsdunction (Equation(1)) asthe control

equatiorfor congestiorcontrolrequiresthatthe parameters? and
p aredetermined.Thelosseventrate,p, mustbe calculatedat the

recever, while the round-triptime, R, couldbe measuredt either
thesendeortherecever. (Theothertwo valuesneededy the TCP

responsesquationarethe flow’s paclet size, s, andthe retransmit
timeoutvalue trro, whichcanbeestimatedrom R.) Therecever

sendseitherthe parametep or the calculatedvalueof the allowed

sendingrate, T, backto the sender The sendetthenincrease®r

decreasess transmissiomatebasedn its calculationof T'.

For multicast,it malessenseor therecever to determinetherel-
evantparameterandcalculatethe allowed sendingrate. However,
for unicastthe functionality could be splitin anumberof ways. In
our proposaltherecever only calculatep, andfeedsthis backto
thesender

3.1.1 Sendeifunctionality
In orderto usethe controlequationthe sendeideterminegheval-
uesfor theround-triptime R andretransmitimeoutvaluetgro.

The senderandrecever togetherusesequence&umbersfor mea-
suringtheround-triptime. Every time therecever sendseedback,
it echoeghe sequenceaumberfrom the mostrecentdatapaclet,
alongwith the time sincethat paclet wasreceved. In this way
the sendemeasureshe round-triptime throughthe network. The
sendethensmootheshe measuredound-triptime usinganexpo-
nentiallyweightedmoving average.Thisweightdetermineshere-
sponsienes®f thetransmissiomateto changesn round-triptime.

The sendercould derive the retransmittimeoutvaluetgro using
theusualTCPalgorithm:

trro = SRTT +4 % RTT,.,

whereRTT,,, isthevarianceof RTT andSRT'T is theround-trip
time estimate However, in practicet rro only critically affectsthe
allowed sendingratewhenthe paclet lossrateis very high. Dif-
ferentTCPsusedrasticallydifferentclock granularitiego calculate
retransmitimeoutvalues soit is notclearthatequation-basecbn-
gestioncontrol canaccuratelymodela typical TCP. Unlike TCP,

TFRCdoesnot usethis valueto determinewhetherit is safeto re-
transmit,and so the consequencesf inaccurag arelessserious.
In practicethe simple empirical heuristicof trro = 4R works
reasonablyvell to provide fairnesswith TCP

Thesendepbtainsthelosseventratep in feedbacknessagesom
therecever atleastonceperround-triptime.

Every time afeedbackmessagés receved,the sendercalculatesa
new valuefor the allowed sendingrateT’ usingthe responsdunc-
tion fromequation(1). If theactualsendingateT, c;vq: iSlessthan
T, the sendemay increasets sendingrate. If T,ctuq1 IS greater
thanT, thesendedecreasethesendingateto T'.

3.1.2 Receivefunctionality

Therecever providesfeedbacko allow the sendeito measurghe
round-triptime (RTT). The recever alsocalculateghe lossevent
ratep, andfeedsthis backto thesenderThe calculationof theloss
eventrateis oneof thecritical partsof TFRC,andthepartthathas
beenthroughthelargestamountof evaluationanddesigniteration.
Thereis a cleartrade-of betweenmeasuringthe loss event rate
over a shortperiod of time andrespondingapidly to changesn

the availablebandwidth,versusmeasuringover a longerperiodof

time andgettinga signalthatis muchlessnoisy

The methodof calculatingthe losseventratehasbeenthe subject
of muchdiscussiorandtesting,andoverthatprocesseveralguide-
lineshave emeped:

1. The estimatedossrate shouldmeasurehe loss eventrate
ratherthanthe paclet lossrate,wherea losseventcancon-
sist of several pacletslost within a round-triptime. This is
discussedh moredetailin Section3.2.1.

2. Theestimatedosseventrateshouldtrackrelatively smoothly
in anervironmentwith a stablesteady-statiosseventrate.

3. Theestimatedosseventrateshouldrespondstronglyto loss
eventsin severalsuccessie round-triptimes.

4. Theestimatedosseventrateshouldincreasenly in response
to anew lossevent.

5. Let alossinterval be definedasthe numberof paclets be-
tweenlossevents. The estimatedossevent rate shouldde-
creaseonly in responséo a new lossintenal thatis longer
thanthe previously-calculate@verage or a suficiently-long
interval sincethelastlossevent.

Olvious methodswe looked at includethe DynamicHistory Win-
dow method,the EWMA LossInterval method,andthe Average
LossInterval methodwhichis the methodwe chose.

e The DynamicHistory Windon methodusesa history win-
dow of paclets,with the window lengthdeterminechy the
currenttransmissionmate.

e TheEWMA LossInterval methodusesanexponentially-
weightedmoving averageof the numberof pacletsbetween
lossevents.

e TheAveragelossInterval methodcomputesa weightedav-
erageof thelossrateoverthelastn lossintervals,with equal
weightson eachof themostrecentn/2 intenvals.

The DynamicHistory Window methodsufersfrom the effect that
evenwith aperfectlyperiodiclosspatternJosseventsenteringand
leaving the window causechangedo the measuredossrate,and
henceadd unnecessarpoiseto the losssignal. In particular the



DynamicHistory Window methoddoesnot satisfy properties(2),
(3), (4), and(5) abore. The EWMA LossInterval performsbetter
thanthe DynamicHistory Window method.However, it is difficult
to choosean EWMA weightthatrespondsuficiently promptlyto
losseventsin several successie round-triptimes,andat the same
timedoesnotoveremphasizéhemostrecentossintenal. TheAv-
eragelLossInterval methodsatisfiepropertieg1)-(5) above, while
giving equalweightsto the mostrecentiossintenals.

We have comparedhe performanceof the AveragelLossIntenal
methodwith the EWMA andDynamicHistory Window methods.
In thesesimulationscenariosve set up the parametergor each
methodsothattheresponséo anincreasen pacletlossis similarly
fast. Underthesecircumstances is clearthatthe AveragelLoss
Intenal methodresultsin smoothethroughpuf{13].

Sequence

Number
Interval
since most
recent loss

weight 1

i weighted
Ka;kelt $ interval 1 interval 1
rrival
interval 2 weighted
interval 2
Packet
lost <]>
in%rval n } weighted
interval n
<>

: . weight n
Time now Time
Figure 1: Weightedintervals betweenlossusedto calculateloss
probability.

Theuseof aweightedaverageby the Averagel ossintenal method
reducesudderchangesn thecalculatedatethatcouldresultfrom
unrepresentaté lossintervalsleaving the setof lossintervalsused
to calculatethe lossrate. The averagelossintenal 3(; ) is calcu-
latedasa weightedaverageof thelastn internvals asfollows:

. Z?=1 W;Sq

S - )
(1,n) E?:l w;
for weightsw;:
w; =1, 1<i<n/2
and

i—mn/2 .
i=1— ——, <n.
w; =1 Wt 1 nf2<i<n
Forn = 8, thisgivesweightsof 1,1, 1, 1,0.8,0.6,0.4,and0.2for
w1 throughws, respectiely.

The sensitvity to noiseof the calculatedossrate dependn the
value of n. In practicea value of n = 8, with the mostrecent
four samplesequallyweighted,appeargo be a lower boundthat
still achieesareasonabléalancebetweerresilienceto noiseand
respondingyuickly to realchangesn network conditions.Section
4.4 describesxperimentghatvalidatethe valueof n = 8. How-

ever, we have not carefullyinvestigatedlternatvesfor therelative
valuesof theweights.

Any methodfor calculatingthe loss event rate over a numberof

lossintenals requiresa mechanisnto dealwith the interval since
the mostrecentloss event, asthis intenal is not necessarilya re-

flection of the underlyinglosseventrate. Let s; be the numberof

pacletsin the i-th mostrecentlossinterval, andlet the mostre-

centintenal so be definedasthe intenal containingthe paclets
that have arrived sincethe lastloss Whena lossoccurs,theloss
interval thathasbeenso now becomes, all of thefollowing loss
intervals are correspondinglshifteddown one,andthe new loss
intenal so is empty As s is not terminatedby a loss, it is dif-

ferentfrom the otherlossintenals. It is importantto ignoresg in

calculatingthe averagelossintenal unlesssy is large enoughthat
includingit would increasehe average.This allows the calculated
lossinterval to tracksmoothlyin anenvironmentwith astableloss
eventrate.

To determinewhetherto includesg, theinterval sincethe mostre-
centloss theAveragd_ossinterval methodalsocalculates g, —1):

5 _ Z?;OI Wit18;

(0,n—1) 27;;1 s .
Thefinal averagelossintenal § is max(3(1,»), 5¢0,n—1)), andthe
reportedosseventrateis 1/3.

Becausehe AveragelossInterval methodaverageoveranumber
of lossintenvals, ratherthanover a numberof paclet arrivals, this
methodwith the given fixed weightsrespondseasonablyapidly
to asudderincreasen congestionbut is slow to respondo a sud-
dendecreaseén the lossraterepresentedby a large intenal since
thelastlossevent. To allow a moretimely responseo a sustained
decreas@ congestionywe deplo historydiscountingwith the Av-
eragelossInterval method;o allow the TFRCreceverto adapthe
weightsin theweightedaveragein the specialcaseof a particularly
long intenal sincethe last droppedpaclet, to smoothlydiscount
theweightsgivento olderlossintenals. This allows amoretimely
responseéo asudderabsencén congestionHistory discountings
describedn detailin [5], andis only invoked by TFRC after the
mostrecentlossintenal so is greaterthantwice the averageloss
interval. We have notyet exploredthe possibility of allowing more
generabdaptve weightsin theweightedaverage.
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Figure2: lllustration of the AveragelLosslinter val methodwith
idealizedperiodic loss.

Figure 2 shavs a simulationusingthe full AveragelLossIntenal
methodfor calculatingthe losseventrateat therecever. Thelink
lossrateis 1% beforetime 6, then 10% until time 9, andfinally



0.5%until theendof therun. Becausehelossesn this simulation
are perfectly periodic, the scenarias not realistic; it waschosen
to illustratethe underlyingpropertiesof the AveragelossInterval
method.

For the top graph, the solid line shavs the numberof pacletsin
the mostrecentloss intenal, as calculatedby the recever once
per round-triptime beforesendinga statusreport. The smoother
dashedine shawvs the recever’s estimateof the averagelossin-
ternval. Themiddle graphshavs therecever’s estimatedossevent
ratep, whichis simplytheinverseof theaveragdossintenal, along
with /p. The bottomgraphshavs the sendes transmissiorrate
whichis calculatedrom p.

Severalthingsarenoticeablegrom thesegraphs.Beforet = 6, the
lossrateis constantand the AveragelLoss Intenal methodgives
a completelystablemeasureof the lossrate. Whenthe lossrate
increasesthe transmissiomrateis rapidly reduced.Finally, when
thelossratedecreaseghetransmissiomateincreasesn a smooth
manney with no stepincreasesven whenolder (10 paclet) loss
intervals areexcludedfrom the history

3.1.3 Improving stability

Oneof the goalsof the TFRC protocolis to avoid the character
istic oscillationsin the sendingratethatresultfrom TCP’s AIMD
congestiorcontrol mechanismsln controlling oscillations,a key
issuein the TFRC protocolconcernghe TCP responsdunction’s
specificationof the allowed sendingrateasinverselyproportional
to the measuredRTT. A relatively promptresponséo changesn
themeasuredound-triptime is helpful to preventflows from over-
shootingthe available bandwidthafter an uncongestegeriod. On
the other hand, an over-promptresponsedo changesn the mea-
suredround-triptime canresultin unnecessargscillations. The
responséo changesn round-triptimesis of particularconcernin
ervironmentswith Drop-Tail queuemanagemenand small-scale
statisticalmultiplexing, wherethe round-triptime canvary signifi-
cantlyasafunctionof changesn asingleflow’s sendingate.

Send Rate
(KByte/s)

300
200
100

Figure 3: Oscillationsof a TFRC flow over Dummynet, EWMA
weight 0.05for calculating the RTT.

Send Rate
(KByte/s)

300
200
100

Figure4: TFRC flow over Dummynet: oscillationsprevented

If thevalueof theEWMA weightfor calculatingheaverageRTT is

setto asmallvaluesuchas0.1 (meaninghat10%of theweightis
onthemostrecentRTT samplethenTFRCdoesnotreactstrongly
to increasesn RTT. In this casewe tendto seeoscillationswhen
a small numberof TFRC flows sharea high-bandwidtHink with
Drop-Tail queuing;the TFRC flows overshootthe link bandwidth
andthenexperiencdossover several RTTs. Theresultis thatthey
bacloff togetherby a significantamount,andthenall startto in-
creaseheirratetogether This is shawvn for a singleflow in Figure
3 aswe increasehe buffer sizein Dummynet[19]. Althoughnot
disastrousthe resultingoscillationis undesirabldor applications
andcanreducenetwork utilization. Thisis similarin somerespects
to the globaloscillationof TCP congestiorcontrolcycles.

If the EWMA weightis setto a high valuesuchas0.5,thenTFRC
reducests sendingratestronglyin responséo anincreasen RTT,

giving adelay-basedongestioravoidancebehaior. However, be-
causethe sendess responses delayedandthe sendingrateis di-

rectly proportionako 1/ R, it is possiblefor short-termoscillations
to occur particularly with small-scalestatisticalmultiplexing at
Drop-Tail queues.While undesirablethe oscillationsfrom large
EWMA weightstendto be lessof a problemthanthe oscillations
with smallervaluesof the EWMA weight.

What we desireis a middle ground,wherewe gain someshort-
termdelay-basedongestionavoidancebut in aform thathasless
gainthansimply makingtherateinverselyproportionalo themost
recentRTT measuremenilo accomplistthis, we useasmallvalue
for theEWMA weightin calculatingtheaverageround-triptime R
in Equation(1), and apply the increaseor decreasdunctionsas
before but thensettheinterpaclet-spacingasfollows:

s VR
tinter—packet = T MO (2)

where Ry is the mostrecentRTT sample,and M is the average
of the square-rootef the RTTs, calculatedusingan exponentially
weightedmaoving averagewith the sametime constantwe useto

calculatethe meanRTT. (The useof the square-roofunction in

Equation(2) is not necessarilyoptimal; it is likely that othersub-
linear functionswould sene aswell.) With this modificationof

the interpaclet-spacingwe gain the benefitsof short-termdelay-
basedtongestioravoidanceput with alowerfeedbackoopgainso
thatoscillationsin RTT dampthemselesout, asshavn in Figure
4. The experimentsin Figure 3 did not usethis adjustmento the
interpaclet spacingunlike the experimentsn Figure4.

3.1.4 Slowstart

TFRC'sinitial rate-basedlow-startprocedureshouldbe similarto

thewindow-basedslow-startprocedurdollowedby TCPwherethe
senderoughlydoublests sendingateeachround-triptime. How-

ever, TCP’s ACK-clock mechanisnprovidesa limit on the over

shootduring slow start. No morethattwo outgoingpacletscanbe
generatedor eachacknavledgeddatapaclet, soTCP cannotsend
atmorethantwice the bottlenecKink bandwidth.

A rate-basegrotocoldoesnot have this naturalself-limiting prop-
erty, andsoa slow-startalgorithmthatdoublesits sendingrateev-
erymeasuredRTT canovershootthe bottlenecKink bandwidthby
significantly more than a factorof two. A simple mechanisnto
limit this overshootis for the recever to feed backthe rate that
pacletsarrivedattherecevverduringthelastmeasuredRTT. If loss
occurs slowstartis terminatedput if lossdoesnt occurthe sender
setsits rateto:

Tactual,i+1 = min(2Tactual,i7 2T’received,i)



Thislimits theslow-startovershooto benoworsethanTCP’sover-
shoaton slow-start.

Whenalossoccurscausingslowstartto terminate thereis no ap-
propriatelosshistory from which to calculatethe lossfraction for
subsequerRTTs. Theinterval until thefirst lossis notvery mean-
ingful astheratechangesapidly duringthis time. The solutionis
to assumehat the correctinitial datarateis half of the ratewhen
thelossoccurred;the factorof one-halfresultsfrom the delayin-
herentin the feedbackoop. We then calculatethe expectedlioss
interval that would be requiredto producethis datarate,and use
this syntheticlossintenal to seedthe history mechanism.Real
loss-interal datathenreplaceghis syntheticvalue asit becomes
available.

3.2 Discussionof Protocol Features

3.2.1 Lossfractionvs. losseventfraction

The obvious way to measurdossis asa loss fraction calculated
by dividing the numberof paclets that were lost by the number
of paclets transmitted. However this doesnot accuratelymodel
the way TCP respondgto loss. Differentvariantsof TCP cope
differently whenmultiple pacletsarelost from a window; Tahoe,
NewReno,andSackTCPimplementationgenerallyhalve thecon-
gestionwindowv oncein responseo several lossesin a window,

while RenoTCPtypically reduceghe congestiorwindow twicein

responsé¢o multiple lossesn awindow of data.

Becausewe aretrying to emulatethe bestbehaior of a confor

mant TCP implementationywe measurdossasa losseventfrac-

tion. Thuswe explicitly ignorelosseswithin around-triptime that
follow aninitial loss,andmodela transportprotocolthatreduces
its window at mostoncefor congestiomotificationsin one win-

dow of data. This closely modelsthe mechanismusedby most
TCPvariants.

In [5] we explorethedifferencebetweertheloss-eentfractionand
theregularlossfractionin the presencef randompacletloss.We
shaw thatfor astablesteady-statpaclet lossrate,andaflow send-
ing within afactorof two of therateallowed by the TCPresponse
function,thedifferencebetweertheloss-eentfractionandtheloss
fractionis at most10%.

WhereroutersuseRED queuemanagementnultiple pacletdrops
in awindow of dataarenotvery common put with Drop-Tail queue
managemerit is commonfor multiple pacletsto belostwhenthe
queueoverflows. This canresultin asignificantdifferencebetween
thelossfractionandthe losseventfractionof aflow, andit is this

differencethat requiresus to usethe loss event fraction so asto

bettermodel TCP’s behaior underthesecircumstances.

A transientperiodof severecongestiorcanalsoresultin multiple
paclets droppedfrom a window of datafor a numberof round-
trip times, againresultingin a significantdifferencebetweenthe
lossfractionandthelosseventfractionduringthattransienperiod.
In suchcasesTFRC will reactmore slawly usingthe loss event
fraction,becaus¢helosseventfractionis significantlysmallerthan
thelossfraction. However, this differencebetweerthelossfraction
andthe loss event fraction dimishesif the congestiorpersists,as
TFRC'sratedecreasesapidly towardsonepaclet perRTT.

3.2.2 Increasingthetransmissiomate
Oneissueto resole is how to increasehe sendingrate whenthe
rategiven by the controlequationis greaterthanthe currentsend-

ing rate. As the lossrateis not independentf the transmission
rate,to avoid oscillatorybehaior it mightbenecessaryo provide
dampingperhapsn theform of restrictingtheincreaseo besmall
relative to the sendingrate during the periodthatit takesfor the
effectof thechangeo shav upin feedbackhatreacheshesender

In practice the calculationof thelosseventrateprovidessuficient
damping,andthereis little needto explicitly boundthe increase
in thetransmissiomrate. As shavn in AppendixA.1, givenafixed
RTT andno history discounting,TFRC’s increasen thetransmis-
sionrateis limited to about0.14pacletsperRTT every RTT. After
anextendedabsencef congestionhistorydiscountingoegins,and
TFRCbeginsto increasdts sendingrateby up to 0.22pacletsper
round-triptime.

An increasen transmissiomatedueto adecreas@ measuredbss
canonly resultfrom the inclusionof new pacletsin the mostre-
centlossinterval attherecever. If A is the numberof pacletsin
the TFRCflow's averagelossintenal, andw is the fraction of the
weighton the mostrecentlossinterval, thenthe transmissiomrate
cannotincreaseoy morethandr paclets/RI'T every RTT, where:

or = 1.2 < A+w1.2\/Z—x/Z)

Thedervationis givenin AppendixA.1 assumindghesimplerTCP
responséunctionfrom [12] for thecontrolequation.This behaior
hasbeenconfirmedin simulationswith TFRC, andhasalsobeen
numericallymodeledfor the TCP responsdunctionin Equation
(1), giving similar resultswith low lossratesandgiving lower in-
creaseatesin highloss-rateenvironments.

3.2.3 Respons&o persistentcongestion

In orderto besmoothethanTCPR, TFRC cannotreduceits sending
rateasdrasticallyas TCP in responséo a single paclet loss,and
insteadrespondso the averagelossrate. Theresultof thisis that
in the presencef persistentongestionTFRC reactsmoreslowly

thanTCP Simulationsn AppendixA.2 andanalysisn [5] indicate
that TFRCrequiresfrom four to eightround-triptimesto halwe its

sendingratein responseo persistentongestion.However, aswe

notedabove, TFRC’s milder responséo congestioris balancedy

aconsiderablymilderincreasean thesendingatethanthatof TCP,

of about0.14pacletsperround-triptime.

3.2.4 Respons# quiescensendes

Like TCR, TFRC’'smechanisnfor estimatingnetwork conditionsis
predicatecbn the assumptiorthatthe sendeiis sendingdataat the
full ratepermittedby congestiorcontrol. If a sendeiis application
limited ratherthannetwork-limited, theseestimatesnaynolonger
reflectthe actualnetwork conditions. Thus, when sufiicient data
becomesvailableagain,the protocolmay sendit at a ratethatis
muchtoo high for the network to handle Jeadingto high lossrates.

A remedyfor thisscenaridor TCPis proposedn [7]. TFRCiswell

behaed with an application-limitedsender becausea senderis

never allowedto senddataat morethantwice therateat which the
recever hasreceved datain the previous round-triptime. There-
fore, a sendetthathasbeensendingbelow its permissibleratecan
notmorethandoubleits sendingate.

If the senderstopssendingdatacompletely the recever will no
longersendfeedbackeports.Whenthishappensthesendehalves
its permittedsendingrateevery two roundtrip times,preventinga



large burst of databeingsentwhendataagainbecomesavailable.
We areinvestigatingthe option of reducinglessaggressiely after
aquiescenperiod,andof usingslow-startto morequickly recover
theold sendingrate.

4. EXPERIMENTAL EVALUATION

We have testedTFRC extensviely acrosshepublic Internet,in the
Dummynetetwork emulatof19], andin thensnetwork simulator
Theseesultggive usconfidencehatTFRCis remarkablyfair when
competingwith TCPtraffic, thatsituationswhereit performsvery
badlyarerare,andthatit behaeswell acrossa very wide rangeof
network conditions. In the next section,we presenta summaryof
nssimulationresults,andin Section4.3we look at behaior of the
TFRCimplementatiorover Dummynetandthe Internet.

4.1 Simulation Results
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Figure5: TCP flow sendingrate while co-existingwith TFRC

To demonstrat¢hatit is feasibleto widely deploy TFRCwe need
to demonstratéhat TFRC co-exists acceptablywvell whensharing
congestedottlenecksof mary kindswith TCPtraffic of different
flavors. We alsoneedto demonstrate¢hatit behaeswell in isola-
tion, andthatit performsacceptablyover a wide rangeof network
conditions.Thereis only spaceherefor asummaryof ourfindings,
but werefertheinterestedeadeto [13, 5] for moredetailedresults
andsimulationdetails,andto the codein the nssimulator{6].

Figure5illustrateghefairnesof TFRCwhencompetingwith TCP

Sacktraffic in both Drop-Tail and RED queues.In thesesimula-
tionsn TCP andn TFRC flows sharea commonbottleneck;we

vary the numberof flows andthe bottleneckbandwidth,andscale
thequeuesizewith thebandwidth. ThegraphshavsthemeanTCP

throughputover the last 60 secondf simulation,normalizedso

thatavalueof onewould beafair shareof thelink bandwidth.The

network utilization is always greaterthan 90% and often greater
than99%, so almostall of the remainingbandwidthis usedby the
TFRCflows. ThesefiguresillustratethanTFRC and TCP co-exist

fairly acrossa wide rangeof network conditions,and that TCP

throughputis similar to what it would be if the competingtraffic

wasTCPinsteadof TFRC.

Thegraphsdo shaw thattherearesomecaseqtypically wherethe

meanTCPwindow is very small)whereTCPsuffers. This appears
to be becauseél CP is more bursty than TFRC. An openquestion
thatwe have notyetinvestigatedncludesshort-andmedium-term
fairnesswith TCP in an environmentwith abruptchangesn the

level of congestion.
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Figure 7: Coefficientof variation of thr oughput betweenflows

Althoughthe meanthroughputof the two protocolsis rathersim-
ilar, the variancecanbe quite high. This is illustratedin Figure6
which shaws the 15Mb/sdatapointsfrom Figure5. Eachcolumn
representshe resultsof a single simulation,and eachdatapoint
is the normalizedmeanthroughputof a singleflow. Thevariance
of throughpubetweerflows dependon thelossrateexperienced.
Figure7 shavs this by graphingthe coeficient of variation(CoV?)
betweerflows againsthelossratein simulationswith 32 TCPand
32 TFRC flows aswe scalethe link bandwidthand buffering. In
this casewe take themeanthroughpubf eachindividual flow over
15 secondsandcalculatethe CoV of thesemeans.The resultsof
tensimulationrunsfor eachsetof parameterareshavn. Thecon-
clusionis thaton mediumtimescalesandtypical network lossrates
(lessthanabout9%), the inter-flow fairnessof individual TFRC
flows is betterthanthat of TCP flows. However, in heaily over
loadednetwork conditions althoughthemeanTFRCthroughpuis
similarto TCP, TFRCflows shaw a greatervariancebetweertheir
throughputhanTCPflows do.

We have alsolooked at TahoeandRenoTCPimplementationsind
atdifferentvaluesfor TCP’stimergranularity AlthoughSackTCP

!Coeficient of Variationis the standarddeviation divided by the
mean.
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Figure8: TFRC and TCP flows from Figure 5.

with relatively low timer granularitydoesbetteragainsfTFRCthan
the alternatves, the performanceof TahoeandRenoTCP is still
quiterespectable.

Figure8 shavsthethroughpufor eightof theflows (four TCPR, four
TFRC)from Figure5, for thesimulationswith a 15Mb/sbottleneck
and32flows in total. The graphsdepicteachflow’s throughputon
the congestedink duringthe secondhalf of the 30-secondsimu-
lation, wherethe throughputis averagedover 0.15 secintenals;
slightly morethana typical round-triptime for this simulation. In
addition,a 0.15secintenal seemdo bea plausiblecandidatdor a
minimumintenal over which bandwidthvariationswould begin to
be noticeabldo multimediausers.

Figure8 clearlyshavs the mainbenefitfor equation-basedonges-
tion control over TCP-stylecongestiorcontrol for unicaststream-
ing media, which is the relative smoothnessn the sendingrate.
A comparisomof the RED and Drop-Tail simulationsin Figure8

alsoshavs how thereducedqueuingdelayandreducedound-trip
timesimposedby RED requirea higherlossrateto keeptheflows

in check.

4.1.1 Performanceat varioustimescales

We areprimarily interestedn two measuresf performancef the
TFRC protocol. First, we wish to comparethe averagesendrates
of aTCPflow anda TFRCflow experiencingsimilar network con-
ditions. Second,we would like to comparethe smoothnessand
variability of thesesendrates. Ideally, we would like for a TFRC
flow to achieve the sameaveragesendrate asthat of a TCP flow,

andyethave lessvariability. Thetimescaleat which thesendrates
aremeasureaffectsthevaluesof thesemeasures.

We definethesendrate Rs, » (t) of agivendataflow F usings-byte

pacletsattimet, measure@tatimescale:

sx pacletssentby F betweert andt + ¢ 3)
(5 b)

We characterizéhe sendrate of the flow betweerntime tq andt;,
wheret; = to + nd, by thetime series: {Rs »(to + i * 8)}_,.
Thecoeficientof variation (CoV) of thistime serieds standardle-
viation divided by the mean,andcanbe usedasa measuref vari-
ability [10] of the sendingratewith anindividual flow attimescale
4. For flows with the sameaveragesendingrate of one,the coef-
ficient of variation would simply be the standarddeviation of the
time series;a lower valueimplies a flow with a rangeof sending
ratesmorecloselyclusteredaroundthe average.

Rs r(t) =

To compareghesendratesof two flowsa andb atagiventime scale

d, we definetheequivalences .5 (t) attimet:
Rso(t) Rsup(t) )

Rsp(t)’ Rsa(t) )’

€5,a,6(t) = min ( 4

for Rsq(t) > 0 or Rsp(t) >0

Taking the minimum of the two ratios ensureghat the resulting
valueremainsbetween0 and1. Notethatthe equivalenceof two
flows at a giventime is definedonly whenat leastone of the two
flows hasa non-zerosendrate. The equivalenceof two flows be-
tweentime to andt; canbecharacterizethy thetime series:
{es,a,p(to + i *8)}"_,. Theaveragevalueof thedefinedelements
of this time seriesis calledthe equivalenceratio of the two flows
attimescale). Thecloserit is to 1, the more“equivalent” the two
flows are. We chooseto take the averageinsteadof the medianto
capturethe impactof ary outliersin the equivalencetime series.
We cancomputethe equivalenceratio betweera TCP flow anda
TFRC flow, betweentwo TCP flows or betweentwo TFRC flows.
Ideally, the ratio would be very closeto 1 over a broadrangeof
timescalesbetweentwo flows of the sametype experiencingthe
samenetwork conditions.

In [4] we alsoinvestigatehesmoothnessf TCPandTFRCby con-
sideringthe changein the sendingratefrom oneintenal of length
¢ to thenext. We shav that TFRC is considerablysmootherthan
TCPover smallandmoderatdimescales.

4.1.2 Performancewith long-durationbadground

traffic
For measuringhe steadyperformanceof the TFRC protocol,we
considerthe simplewell-known singlebottleneck(or “dumbbell”)
simulationscenario.The accessinks are suficiently provisioned
to ensurahatary pacletdrops/delayslueto congestioroccuronly
atthebottleneckoandwidth.

We considerednary simulationparametersbut illustrate herea
scenariowith 16 SACK TCP and 16 TFRC flows, with a bottle-
neckbandwidthof 15Mbpsanda RED queue.To plot the graphs,
we monitorthe performancenf oneflow belongingto eachproto-
col. The graphsaretheresultof averaging14 suchruns,andthe
90% confidencentervalsareshavn. Thelossrateobsered atthe
bottleneckouterwasabout0.1%. Figure7 hasshavn thatfor these
low lossrates, TCP shavs a greatervariancein meanthroughput
thatdoesTFRC.

Figure9 shavs theequialenceratiosof TCPandTFRCasafunc-
tion of the timescaleof measurementCurves are shawn for the
meanequialenceratio betweerpairsof TCP flows, betweerpairs
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Figure 10: Coefficientof Variation of TCP and TFRC

of TFRCflows, andbetweerpairsof flows of differenttypes.The
equivalenceratio of TCPandTFRCis betweerD.6 and0.8 over a
broadrangeof timescalesThe measure$or TFRC pairsandTCP
pairsshaw thatthe TFRCflows are“equivalent”to eachotherona
broaderangeof timescaleshanthe TCPflows.

Figurel0shavsthatthesendrateof TFRCis lessvariablethanthat

of TCP over a broadrangeof timescales Both this andthe better

TFRC equvalenceratio are due to the fact that TFRC responds
only to theaggreatelossrate,andnotto individual lossevents.

Fromthesegraphswe concludethatin this low-lossenvironment
dominatedby long-durationflows, the TFRC transmissiorrateis
comparableo that of TCP, andis lessvariablethanan equivalent
TCP flow acrossalmostary timescalethat might be importantto
anapplication.

4.1.3 Performancevith ON-OFFflowsasbadground

traffic

In thissimulationscenarioywe modeltheeffectsof competingveb-
like traffic with very small TCP connection@andsomeUDP flows.
Figures11-13 presentresultsfrom simulationswith background
traffic provided by ON/OFFUDP flows with ON and OFF times
dravn from a heavy-tailed distribution. The meanON time is one
secondandthe meanOFF time is two secondswith eachsource
sendingat 500KbpsduringanON time. The numberof simultane-
ousconnectiongs varied between50 and 150 andthe simulation
is run for 5000seconds.Therearetwo monitoredconnectionsa
long-durationT CP connectioranda long-durationTFRC connec-
tion. We measurehe sendrateson several differenttimescales.
Theresultsshavn in Figuresl2 and13 areaverageof tenruns.

Thesesimulationsproducea wide rangeof loss rates,as shavn
in Figure 11. From the resultsin Figure 12, we can seethat at
low lossratestheequivalenceratio of TFRCandTCP connections

is between0.7 to 0.8 over a broadrangeof timescaleswhich is
similarto thesteady-statease At higherlossratestheequialence
ratio is low on all but the longesttimescalesecauseaclets are
sentrarely Any intenval with only oneflow sendinga paclet gives
avalueof zeroin the equivalencetime series while intervals with
neitherflow sendinga paclet arenot counted.This tendsto result
in a lower equialenceratio. However, on long timescalesgven
at 40% loss (150 ON/OFF sources)the equivalenceratio is still
0.4, meaningthatoneflow getsabout40% morethanits fair share
andoneflow gets40%less. ThusTFRCis seento be comparable
to TCP over awide rangeof lossratesevenwhenthe background
traffic is very variable.

Figurel3shawvsthatthesendrateof TFRCis lessvariablethanthe
sendrateof TCP, especiallywhenthelossrateis high. Notethatthe
CoV for bothflows is muchhighercomparedo the valuesin Fig-
ure 10 at comparabldimescalesThis is dueto the high lossrates
andthevariablenatureof backgroundraffic in thesesimulations.
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Figure 11: Lossrate at the bottleneck router, with ON-OFF
background traffic
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4.2 Effectsof TFRC on QueueDynamics
BecauseTFRC increasests sendingrate more slowvly than TCR,
andrespondsnore mildly to a lossevent, it is reasonableéo ex-
pectqueuedynamicswill be slightly different. However, because
TFRC'sslow-startprocedureandlong-termresponso congestion



areboth similar to thoseof TCPR, we expectsomecorrespondence
aswell betweerthe queueingdynamicsmposedoy TRFC andby
TCR
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Figure 14: 401long-lived TCP (top) and TFRC (bottom) flows,
with Drop-Tail gqueuemanagement.

Figure 14 shavs 40 long-lived flows, with starttimesspacedout

over the first 20 seconds. The congestedink is 15 Mbps, and
round-triptimesareroughly 45 ms. 20% of the link bandwidthis

usedby short-lived,“background TCPtraffic, andthereis a small
amountof reverse-pathraffic aswell. Figure14 shavs the queue
size at the congestedink. In the top graphthe long-lived flows

areTCR andin thebottomgraphthey areTFRC.Both simulations
have 99%link utilization; the paclet drop rateat thelink is 4.9%
for the TCP simulations,and 3.5%for the TFRC simulations.As

Figure14 shavs, the TFRCtraffic doesnot have a negative impact
on queuedynamicsn this case.

We have run similar simulationswith RED queuemanagement,
with differentlevelsof statisticamultiplexing, with amix of TFRC
andTCPtraffic, andwith differentlevelsof backgroundraffic and
reverse-pathraffic, andhave comparedink utilization, queueoc-
cupang, and paclet drop rates[5, AppendixB]. While we have
not donean exhaustve investigation,particularly at smallertime
scalesandat lower levels of link utilization, we do not seea nega-
tive impacton queuedynamicsrom TFRCtraffic. In particularin
simulationsusingRED queuemanagemenue seelittle difference
in queuedynamicimposedoy TFRCandby TCP.

An open questionincludesthe investigationof queuedynamics
with traffic loadsdominatedy shortTCP connectionsandthedu-
rationof persistentongestionn queuegiven TFRC’slongertime
beforehalving the sendingrate. As AppendixA.2 shavs, TFRC
takesroughlyfive round-triptimesof persistentongestiorio halve
its sendingrate. This doesnot necessarilymply that TFRC'’s re-
sponse&o congestionfor a TFRC flow with round-triptime R, is
asdisruptie to othertraffic asthatof a TCPflow with around-trip
time 5R, five timeslarger The TCPflow with around-triptime of
5R secondssendsat an unreducedatefor the entire5R seconds
following aloss,while the TFRCflow reducests sendingrate,al-
thoughsomevhatmildly, afteronly R seconds.

4.3 Implementation Results

We have implementedhe TFRC algorithm, and conductedmary
experimentsto explore the performanceof TFRC in the Internet.
Ourtestsincludetwo differenttranscontinentdinks, andsitescon-
nectedby a microwave link, T1 link, OC3link, cablemodem,and
dial-upmodem.In addition,conditionsunavailableto us over the
Internetwere testedagainstreal TCP implementationsn Dum-
mynet. Full detailsof the experimentsareavailablein [23].
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Figure 15: ThreeTCP flowsand one TFRC flow over the Inter -
net.

To summarizeall theresults, TFRCis generallyfair to TCPtraffic
acrossthe wide rangeof network typesand conditionswe exam-
ined. Figure 15 shawvs a typical experimentwith three TCP flows
andone TFRC flow runningconcurrentlyfrom Londonto Berke-
ley, with thebandwidthmeasuredver one-seconthtenals. In this
case the transmissiorrate of the TFRC flow is slightly lower, on
average thanthatof the TCP flows. At the sametime, the trans-
missionrate of the TFRC flow is smooth,with a low variance;in
contrastthebandwidthusedby eachTCPflow variesstronglyeven
over relatively shorttime periods,as shavn in Figure17. Com-
paringthis with Figure 13 shaws that, in the Internet,both TFRC
and TCP performvery similarly to thelightly loaded(50 sources)
“ON/OFF” simulationervironmentwhich hadlessthan 1% loss.
The lossratein theselnternetexperimentsrangesfrom 0.1% to
5%. Figure16 shavs thatfairnesss alsorathersimilar in thereal
world, despitethe Internettestsbeingperformedwith lessoptimal
TCPstackghanthe SackTCPin thesimulations.
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We foundonly a few conditionswhereTFRCwaslessfair to TCP



or lesswell behaed:
e In conditionswherethe network is overloadedso thatflows
achieve closeto onepaclet perRTT, it is possiblefor TFRC

to getsignificantlymorethanits fair shareof bandwidth.
e SomeTCP variantswe testedagainstexhibited undesirable

behaior thatcanonly bedescribedas“buggy”.
e With an earlier version of the TFRC protocol we experi-

encedwhat appeardo be a real-world exampleof a phase
effectovertheT1 link from Nokiawhenthelink washearily
loaded.Thisis discussedurtherin [5].

Thefirst conditionis interestingbecausén simulationswe do not
normally seethis problem. Thisissueoccurshecauset low band-
widths causedby high levels of congestion,TCP becomeamore
sensitve to lossdueto the effect of retransmissiotimeouts. The
TCPthroughpuequatiormodelsthe effect of retransmissiotime-
outsmoderatelywell, but thetrro (TCP retransmissiotimeout)
parametein theequatiorcannobechoseraccuratelyTheFreeBSD
TCPusedfor ourexperimenthasa500msclock granularity which
malesit ratherconserative underhigh-lossconditions but notall
TCPsareso conserative. Our TFRC implementatioris tunedto
competeairly with amoreaggressie SACK TCP with low clock
granularity andsoit is to beexpectedhatit out-competeanolder
moreconserative TCP. Similarly unfair conditionsarealsolikely
to occurwhendifferent TCP variantscompeteunderthesecondi-
tions.

The effectsof buggy TCP implementationganbe seenin experi-
mentsfrom UMassto California,which gave very differentfairness
dependingon whetherthe TCP sendemwasrunningSolaris2.7 or
Linux. The Solarismachinehasa very aggressie TCPretransmis-
sion timeout, and appeardo frequentlyretransmitunnecessarily
which hurtsits performancg16]. Figure 16 shavs the resultsfor
both Solarisand Linux machinesat UMass; the Linux machine
givesgoodequialenceresultswhereasSolarisdoesmore poorly.
Thatthisis a TCP defectis moreobviousin the CoV plot (Figure
17) wherethe SolarisTFRCtraceappearsiormal, but the Solaris
TCPtraceis abnormallyvariable.

We alsoran simulationsand experimentsto look for the synchro-
nizationof sendingateof TFRCflows (i.e.,to look for parallelsto
the synchronizingate decreaseamongTCP flows when paclets
aredroppedrom multiple TCP flows atthe sametime). We found
synchronizatiorof TFRCflows only in avery smallnumberof ex-
perimentswith very low lossrates. Whenthe lossrateincreases,
small differencesn the experiencedoss patternscauseghe flows
to desynchronizeThisis discussedbriefly in Section6.3 of [23].

4.4 Testingthe LossPredictor

As describedn Section3.1.2,the TFRCrecever useseightinter
lossintervals to calculatethe loss eventrate, with the oldestfour
intervals having decreasingveights.Onemeasuref the effective-
nessof this estimationof the pastlosseventrateis to look at its
ability to predicttheimmediatefuture lossrate whentestedacross
awiderangeof realnetworks. Figure18 shavs theaveragepredic-
tor errorandthe averageof the standardieviation of the predictor
errorfor differenthistory sizes(measuredn lossintenals) andfor
constantweighting (left) of all the lossintenals versusTFRC's
mechanisnfor decreasinghe weightsof older intervals (right).
Thefigureis anaverageacrossa large setof Internetexperiments
includinga wide rangeof network conditions.

Predictionaccurag is not the only criteriafor choosinga losses-
timation mechanismas stablesteady-statéhroughputand quick
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Figure 18: Prediction quality of TFRC lossestimation

reactionto changesn steady-statare perhapsquallyimportant.
However thesefiguresprovide experimentalconfirmationthat the
choicesmadein Section3.1.2arereasonable.

5. SUMMARY OF RELATED WORK

The unreliable,unicastcongestiorncontrol mechanismglosestto
TCP maintaina congestiorwindow which is useddirectly [8] or
indirectly [18] to control the transmissiorof new paclets. In [8]
thesendeusesT CP’s congestiorcontrolmechanismsirectly, and
therefordts congestiortontrolbehaior shouldbesimilarto thatof
TCP In the TEAR protocol(TCPEmulationatthe Recevers)from
[18], which canbeusedfor eitherunicastor multicastsessionsthe
recever emulateshe congestiorwindowv modificationsof a TCP
senderbut thenmalkesatranslatiorfrom awindow-basedo arate-
basedcongestioncontrol mechanism.The recever maintainsan
exponentiallyweightedmoving averageof the congestiorwindow,
anddividesthis by the estimatedound-triptime to obtaina TCP-
friendly sendingrate.

A classof unicasttongestiortontrolmechanismenestepremoved
from thoseof TCP arerate-basedanechanismsisingAIMD. The
Rate AdaptationProtocol(RAP) [17] usesan AIMD rate control
schemebasedon regular acknavledgmentssentby the recever
which the sendeusesto detectlost pacletsandestimatethe RTT.
RAP usegheratioof long-termandshort-termaverage®f theRTT
to fine-tunethe sendingrate on a perpaclet basis. This transla-
tion from awindow-basedo arate-basedpproachalsoincludesa
mechanisnfor the senderto stopsendingin the absencef feed-
back from the recevver. Pure AIMD protocolslike RAP do not
accountfor the impactof retransmissionimeouts,and hencewe
believe thatTFRCwill coexist betterwith TCPin theregimewhere
theimpactof timeoutsis significant. An AIMD protocolproposed
in [21] usesRTP reportsfrom therecever to estimatdossrateand
round-triptimes.

BansalandBalakrishnarin [1] considerbinomial congestiorcon-

trol algorithms,wherea binomialalgorithmusesa decreasén re-

sponsdo alosseventthatis proportionako apower! of thecurrent
window, andotherwiseusesan increasethat is inversely propor

tional to the pawer k of the currentwindowv. AIMD congestion
controlis a specialcaseof binomial congestiorcontrol that uses
! =1 andk = 0. [1] considerseveralbinomialcongestiorcontrol

algorithmsthat are TCP-compatibleand that avoid TCP’s drastic
reductionof the congestiorwindow in respons¢o alossevent.

Equation-basedongestioncontrol [12] is probablythe classof
unicast,TCP-compatibleeongestiorcontrol mechanismsnostre-
movedfrom the AIMD mechanismsf TCPR In [22] theauthorgde-
scribea simple equation-basedongestiorcontrol mechanisnfor



unicast,unreliablevideo traffic. The recever measureshe RTT
andthelossrateover a fixed multiple of the RTT. Thesendetthen
usesthis information,alongwith the versionof the TCP response
functionfrom [12], to control the sendingrate andthe outputrate
of the associatedMPEG encoder The main focus of [22] is not
the congestiorcontrolmechanisnitself, but the couplingbetween
congestiorcontrolanderrorresilientscalablevideo compression.

The TCP-FriendlyRate Control Protocol (TFRCP)[15] usesan
equation-basedongestioncontrol mechanismnfor unicasttraffic
wheretherecever acknavledgeseachpaclet. At fixedtime inter
vals,thesendecomputeghelossrateobseredduringtheprevious
interval andupdateghe sendingrateusingthe TCPresponséunc-
tion describedn [14]. Sincethe protocoladjustsits sendrateonly
atfixedtimeintenals,thetransienresponsef theprotocolis poor
at lower time scales.In addition,computingthe lossrateat fixed
time intenals make the protocolvulnerableto changesn RTT and
sendingate.[13] comparesheperformancef TFRCandTFRCR
andfindsthat TFRC givesbetterperformancever a wide rangeof
timescales.

TCP-Friendlymechanism$or multicastcongestiorcontrolaredis-
cussedriefly in [5].

6. ISSUESFORMULTICAST CONGESTION

CONTROL
Mary aspect®f TFRCaresuitableto form abasisfor sendetbased
multicastcongestiorcontrol. In particularthemechanismsasedby
areceverto estimatehelosseventrateandby thesendeto adjust
the sendingrate shouldbe directly applicableto multicast. How-
ever, anumberof cleardifferencesexist for multicastthatrequire
designchangesandfurtherevaluation.

Firstly, thereis a needto limit feedbacko the multicastsendetto

prevent responsemplosion. This requireseitherhierarchicalag-

gregation of feedbackor a mechanisnthat suppresse$eedback
exceptfrom thereceverscalculatingthe lowesttransmissiomate.

Both of theseaddsomedelayto the feedbackoop thatmay affect

protocoldynamics.

Dependingon the feedbackmechanismTFRC's slow-startmech-
anismmay be problematicfor multicastasit requirestimely feed-
backto safelyterminateslowstart.

Finally, in theabsencef synchronizedalocks,it canbedifficult for
multicastreceversto determinegheir round-triptime to the sender
in arapidandscalablemanner

Addressingtheseissueswill typically resultin multicastconges-
tion controlschemeseedingto be a little moreconserative than
unicastcongestiorcontrolto ensuresafeoperation.

7. CONCLUSION AND OPENISSUES

In this paperwe have outlineda proposalfor equation-basedni-
castcongestioncontrol for unreliable,rate-adaptie applications.
We have evaluatedthe protocol extensvely in simulationsandin
experiments,and have madeboth the ns implementatiorand the
real-world implementatiorpublicly available[6]. We would liketo
encouragethersto experimentwith andevaluatethe TFRC con-
gestioncontrolmechanismsandto proposeappropriatenodifica-
tions.
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While thecurrenimplementatiorof TFRCgivesrobustbehaior in
awiderangeof environmentswe certainlydo notclaimthatthisis
the optimalsetof mechanisméor unicastequation-basedonges-
tion control. Active areador furtherwork includethemechanisms
for the recever’s updateof the loss event rate after a long period
with no lossesandthe sendess adjustmenbf the sendingratein
responséo short-termchangesn the round-triptime. We assume
that,aswith TCP'scongestiortontrolmechanismsquation-based
congestiorcontrolmechanismsvill continueto evolve basedboth
on further researchand on real-world experiences.As an exam-
ple,we areinterestedn the potentialof equation-basedongestion
control in an ervironmentwith Explicit CongestionNotification
(ECN). Similarly, our currentsimulationsand experimentshave
beenwith aone-way transferof data,andwe planto exploreduplex
TFRCtraffic in thefuture.

We have run extensiie simulationsand experiments,reportedin
this paperandin [5], [4], [13], and [23], comparingthe perfor
manceof TFRC with that of standardTCP, with TCP with dif-
ferentparameteror AIMD’ s additive increaseandmultiplicative
decreaseandwith otherproposaldor unicastequation-basedon-
gestioncontrol. In our resultsto date, TFRC comparesvery fa-
vorablywith othercongestiorcontrolmechanisméor applications
thatwould prefera smoothersendingratethanthatof TCP. There
have alsobeenproposaldor increase/decreas®ngestiorcontrol
mechanismshat reducethe sendingratein responseo eachloss
event,but thatdo notuseAIMD; we would like to compareTFRC
with thesecongestiorcontrolmechanismaswell. We believe that
the emegenceof congestioncontrol mechanismdor relatively-
smoothcongestiorcontrolfor unicasttraffic canplay akey rolein
preventingthe degradationof end-to-endcongestiorcontrolin the
public Internet,by providing a viable alternatve for unicastmulti-
mediaflows thatwould otherwisebe temptecto avoid end-to-end
congestiorcontrolaltogether

Our view is thatequation-basedongestiorcontrolis alsoof con-
siderablepotentialimportanceapartfrom its role in unicastcon-
gestioncontrol. Equation-base@ongestioncontrol can provide
the foundationfor scalablecongestioncontrol for multicastpro-
tocols. In particular becaus@IMD andrelatedincrease/decrease
congestiorcontrolmechanismsequirethatthe sendeidecreasés
sendingratein responséo eachlossevent, thesecongestiorcon-
trol familiesdo not provide promisingbuilding blocksfor scalable
multicastcongestiorcontrol. Our hopeis that,in contritutingto a
moresolid understandingf equation-basedongestiorcontrolfor
unicasttraffic, the papercontritutesto a more solid development
of multicastcongestiorcontrolaswell.
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APPENDIX
A. ANALYSISOF TFRC
A.1 Upper Bound on the IncreaseRate

In thissectiorwe shaw that,givenafixedround-triptime andin the
absence®f historydiscountingthe TFRC mechanisnincreasests
sendingrateby at most0.14 paclets/RI T. History discountings a
componenbf thefull AveragelLossintenal methodthatis invoked
afterthe mostrecentiossintenal is greaterthantwice the average
lossintenal, to smoothlydiscountthe weight given to older loss
intenals. In this sectionwe shav thatwith fixed round-triptimes
andthe invocationof history discounting,the TFRC mechanism
increaseds sendingrateby at most0.22paclets/RI T.

For simplicity of analysis,in this sectionwe assumethat TFRC
usesthe deterministicversionof the TCP responsédunction[3] as
thecontrolequationasfollows: T' = Rﬂ\/'g. This givesthesending
rate T in paclets/secas a function of the round-triptime R and
losseventratep. Thus,theallowedsendingateis atmost1.2/\/13
paclets/RIT.

To explorethemaximumincreaseatefor aTFRCflow with afixed
round-triptime, considerthe caseof a single TFRC flow with a
round-triptime of R secondspn a pathwith no competingtraffic.
Let A bethe TFRCflow’s averagelossinterval in paclets,ascal-
culatedattherecever. Thereportedosseventrateis1/A, andthe
allowedsendingrateis 1.2v/A pkts/RTT.

After a round-triptime with no paclet drops,the recever hasre-
ceived1.2v/A additionalpaclets,andthe mostrecentiossintenal
increasedy 1.2v/A paclets. Let the mostrecentlossintenal be
weightedby weightw in calculatingthe averagelossintenal, for
0 < w < 1 (with the weightsexpressedn normalizedform so
that the sum of the weightsis one). For our TFRC implementa-
tion in the normal case,whenhistory discountingis not invoked,
w = 1/6. Thecalculatedaverageossinterval increase$rom A to



atmostA + w1.2v/A paclets. Theallowedsendingrateincreases

from 1.2v/A to atmost1.2v/ A + w1.2\/A paclets/RT.

Therefore givenafixedround-triptime, the sendingrateincreases
by atmostdr paclets/RT, for

1.2V A+ wl.2VA =1.2VA + 6r.

This givesthefollowing solutionfor é+:

6 =1.2 (\/A + wl.2vVA — \/Z>

Solvingthis numericallyfor w = 1/6, asin TFRCwithout history
discounting this givesdr ~ 0.12 for A > 1. Thus,givenafixed
round-triptime, andwithout history discounting the sendingrate
increased®y at most0.12paclets/RI T.

®)

Thisanalysisassume3FRCuseghesimpleTCP controlequation
[3], butwehave alsonumericallymodeledheincreasdehaior us-
ing Equation(1). Dueto slightly differentconstantsn theequation,
the upperboundnown become®.14 paclets/RI T. With the simple
equatiortheusualincreasas closeto the upperbound;with Equa-
tion 1 thisis still the casefor flows wherethelossrateis lessthat
about5% but at higherlossratesthe increaserateis significantly
lowerthanthis upperbound.Whenhistorydiscountings invoked,
given TFRC’s minimumdiscountfactorof 0.5, the relative weight
for the mostrecentintenal canbeincreasedip to w = 0.29; this
givesdr = 0.22, giving anincreasen the sendingrateof at most
0.22paclets/R T in thatcase.

As this sectionhasshavn, the increaserateat the TFRC sendeiis
controlledby the mechanisnfor calculatingthe losseventrate at
the TFRCrecever. If the averagelossratewas calculatedsimply
asthe mostrecentlossintenal, this would meana weightw of 1,
resultingin ér = 0.7. Thus,evenif all theweightwasput onthe
mostrecentinterval, TFRCwould increasets sendingrateby less
thanonepaclet/RT T, givena fixedmeasuremerfor theround-trip
time.
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Figure19: A TFRC flow with an endto congestionat time 10.0.

To informally verify the analysisabove, we have run simulations
exploring theincreasen the sendingratefor the actualTRFC pro-

tocol. Figure19 shavs a TFRC flow with every 100-thpaclet be-
ing droppedfrom asimulationin thenssimulator Then,aftertime

10.0,no more pacletsare dropped. Figure 19 shaws the sending
ratein pacletsperRTT,; thissimulationusesl000-bytepaclets. As

Figure19 shavs, the TFRCflow doesnot begin to increasats rate
until time 10.75; at this time the currentlossintenal exceedsthe
averagdossintenal of 100 paclets. Figure19 shavs that, starting
attime 10.75,thesendeiincreasedts sendingrateby 0.12paclets
eachRTT. Startingat time 11.5, the TFRC recever invokes his-

tory discounting,in responseo the detecteddiscontinuityin the
level of congestionandthe TFRC senderslowly changests rate
of increaseincreasingts rateby upto 0.29pacletsperRTT. The
simulationin Figure19informally confirmstheanalysign thissec-
tion.
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A.2 The Lower Bound on TFRC’s Response

Time for PersistentCongestion
This sectionusesbothsimulationsandanalysisto explore TFRC'’s
responsgime for respondingdo persistentongestionWe consider
the following question: for conditionswith the slovestresponse
to congestionhow mary round-triptimesn of persistenctonges-
tion arerequiredbeforeTFRC congestiorcontrol halvesthe send-
ing rate?[5, AppendixA.2] shavs that, given a modelwith fixed
round-triptimesanda control equationwith the sendingrate pro-
portionalto ﬁ atleastfive round-triptimesof persistentonges-

tion arerequiredbeforeTFRC halvesthesendingate.

T T T
allowed sending rate —+—
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Figure 20: A TFRC flow with persistentcongestionat time 10.
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Simulationsshaw thatthis lower boundof five round-triptimesis
closeto theactualnumberof round-triptimesof persistentonges-
tion requiredfor the sendeto halve its sendingrate. To informally
verify this lower bound,whichappliesonly to thesimplifiedmodel
describedhbore with equallossintenalsbeforethe onsetof persis-
tentcongestionyve have run simulationsexploring the decreasén
thesendingatefor theactualTRFCprotocol. Thisis illustratedin
thesimulationshawvn in Figure20 which consistof asingleTFRC
flow. Fromtime O until time 10, every 100thpaclet dropped,and
from time 10 on, every otherpaclet is dropped.Figure 20 shavs
the TFRC flow’s allowed sendingrate as calculatedat the sender
every round-triptime, with a mark eachround-triptime, whenthe
senderecevesanew reportfrom therecever andcalculatesanev
sendingrate. As Figure 20 shawvs, whenpersistentongestiorbe-
ginsattime 10, it takesfive round-triptimesfor the sendingrateof
the TFRCflow to behalved.
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Figure 21: Number of round-trip times to halve the sending
rate.

Figure 21 plots the numberof round-triptimesof persistenton-
gestionbeforethe TFRC sendercutsits sendingratein half, using
the samescenarioasin Figure 20 with a rangeof valuesfor the
initial paclet drop rate. For the TFRC simulationsin Figure 21,

the numberof round-triptimesrequiredto halve the sendingrate
rangesrom four to eightround-triptimes. For higherpaclet drop
ratesthe TFRC sendess controlequationis nonlinearin ﬁ soit

is not surprisingthatthe lower boundof five round-triptimesdoes
notalwaysapply

We leave an upperboundon the numberof round-triptimes re-
quiredto halve the sendingrateasan openquestion.Onepossible
scenariao investigatewould be a scenariowith a very large loss
intenval just beforethe onsetof persistentongestion.



