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Abstract—Intrusion detection surveillance applications with the criticality concerns, one must introduce accountibili
wireless video sensor networks are those applications witic aspects or more generally the so-called Quality of Service
require low energy consumption to increase network lifetine requirements to take into account the application’s citig

while at the time require a high level of quality of service. that iate | | of . be defined. F
This paper show by simulation how a dynamic risk management SO that an appropriate level of service can be detined. For

scheme based on Bezier curves that takes into account theinstance, with video sensors, the higher the capture rate,
application’s criticality can provide fast event detectim for the better relevant events could be detected and identified.

mission-critical surveillance applications while incresing at the  However, even in the case of very mission-critical appiia,
same the network lifetime. We will also present some prelinmiary it is not realistic to consider that video nodes should akvay

results on how to further increase network lifetime when sore t t thei . te when i i d
video sensor nodes have mobility feature. The motivation liend capture at their maximum rate when in active moae.

node’s mobility is that video applications are characterized by )
their large amount of data so that a extra mobility cost can be I Current Picture [ J(0][x] (RGNS
justified as the video duration increases. ORVIONSS

Index Terms—Sensor networks, video surveillance, risk-based
scheduling, reinforcement.

[Grayscale [ ]vGa (320x240) |~ |

ONE-SHOT MODE:

Capture

I. INTRODUCTION
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This article focuses on Wireless Video Sensor Networks
(WVSN) mission-critical surveillance applications whesen-
sors can be thrown in mass when needed for intrusion de
tection or disaster relief applications. The first concemn i
randomly deployed video sensors is that they will not land
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ground. This can actually be easily avoided for fixed nodes lsg ID 1150

by fitting the video sensor in a rocket-shaped case which
V_VIII always touch Qround in the rlght way a_s illustrated b)!éig. 1. A proof-of-concept of a video sensor in a beach rotigt(left). A
figure 1(left) (the figure shows an iMote2 with an IMB40Gimple video surveillance application with the iMote2 avB400 multimedia
multimedia board [1]). Figure 1(right) shows a simple videboard (right).
surveillance application developed for the iMote2 with the
IMB400 multimedia board that continuously takes pictuned a  Provided that the sensor node density is sufficiently high,
displays both the current picture and the last picture. randomly deployed sensor nodes can be redundant (nodes
The next thing to consider is that surveillance applicatiorthat monitor the same region) leading to overlaps among
have very specific needs due to their inherently criticalireat the monitored areas. Therefore, a common approach is to
associated to security [2], [3], [4], [5], [6]. Early surllance define a subset of the deployed nodes to be active while
applications involving WSN have been applied to criticgdhe other nodes can go to sleep. One obvious way of saving
infrastructures such as production systems or oil/wateglisie energy is to say that nodes that can be put in sleep mode are
systems [7], [8]. There have also been some propositiotypically those whose sensing area are covered by othees. Th
for intrusion detection applications but most of these yearhotion of cover set has therefore been introduced to define
studies focused on coverage and energy optimizations utiththe redundancy level of a sensor [9]. However, in mission-
explicitly having the application’s criticality in the ctmol critical applications where some sentry nodes are needed to
loop which is the main concern in our work. When addin@crease responsiveness, nodes that possess a high redunda
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Fig. 2. Evolution of the video network nodes

level could rather be more active than other nodes with les% according to the pattern of observed events such as the
redundancy level. In [10] the idea we developed is that whemamber of detected intrusions. In [11], the authors intczdu
node has several covers, it can increase its frame captigre s-called differentiated services by dynamically moditythe
because if it runs out of energy it can be replaced by one of itme duration for a node to work during each round. As we
cover sets. Then, depending on the application’s critigelie directly linked the application’s criticality to the franoapture
frame capture rate of those nodes with large number of covate of a video sensor node, we want to impact on quality
sets can vary. It has been shown that this scheduling meti{odmber of frames) rather than on whole coverage as in [11].
outperforms a statically assigned frame capture rate agpro Moreover, figure 2 shows the surveillance scenario we want
Based on the criticality model of [10], this article focuseto address in this paper where most of sensor nodes are in
on the risk-based scheduling method for providing fast evem so-calledhibernate mode in the absence of intrusions: the
detection. One new contribution is to investigate whether drisk level should be close to 0 and the sensor nodes should
namic risk management with the risk level changing durirgg tidecrease their capture rate. However, it is also highlyrdets
network lifetime can preserve network lifetime. Then wel wilthat some sensor nodes still keep a relatively high capaiee r
present some preliminary results on how to further increaseact as sentry nodes in the surveillance system (figure 2a).
network lifetime when some video sensor nodes have mobilithese nodes will be able to quickly detect intrusions and to
feature (small robots for instance). The motivation behiralert, on intrusions, all active nodes so that they incrélasi
node’s mobility is that video applications are charactsiz risk level ¥ to a maximum valugk®, therefore moving to an
by their large amount of data so that a extra mobility cosierted mode (figure 2b)R° can depend on the application’s
can be justified as the video duration increases. The mpbiliequirements in term of criticality, which in turn may depen
optimization is mainly done at the initialization phase buin the environment the sensor network is intended to work
can also be done when major topology changes occuritp and can be set in sensor nodes prior to deployment. In
preserve connectivity and coverage. The main target in thigs scenario, after some time, an alerted node which does no
paper are intrusion detection systems but the methodoladgtect more intrusions, should slowly go backHidernate
can be extended to other surveillance applications such raede again (figure 2c). In this figure, we can also see that
environmental. The paper is then organized as follows:i@ectan alerted sensor node which does detect an intrusion (all
Il presents the surveillance scenario and quickly reviews osensor nodes close to the intruder’s trajectory — dash line —
coverage model for building sensor’s cover sets. In sectiomfigure 2c) should stay with® close to the maximum value.
Il we briefly present the dynamic risk management model.
Section IV introduces the mobility possibilities. Sectddthen B. Video sensor nodes and cover sets
present the simulation results for both fast event detectial
increased network lifetime in case of mobility. We concludﬁ1
in section VI.

The first step for defining coverage capabilities, is to define
e video sensing model. We consider a commonly used 2-
D model of a video sensor node where the_lfov is defined
Il. INTRUSION DETECTION WITH VIDEO SENSOR NoDES @S @ triangle fbc) denoted by a 4-tuple(P,d, V', o). Here
Pis thg position ofv, d is the distancepv (depth of view,
DoV), V is the vector representing the line of sight of the
One way to see the scheduling problem in critical surveitamera’s FoV which determines the sensing direction, and 2
lance applications is from the risk perspective: differpatts is the angle of view (AoV). The left side of figure 3 illustrate
of the area of interest may have different risk levels, notdélde FoV of a video sensor node in this model. The AoV is

A. Intrusion detection scenario



60° and distancéc is the linear FoV. Some wireless sensothe covers with minimum cardinality. If &'o;(v) is found,v
platforms can therefore have a video camera board. Thisgses in sleep mode after sending its decision to its neighbor
case for the iMote2 from Crossbow [1] where the IMB400n the case where n@'o;(v) is satisfied, node decides to
multimedia board’s camera has an AoV of aba0t. Figure remain in active mode and diffuses its decision.

1(right) also showed a picture taken with this board. As said previously, the frame capture rate is an important

parameter that defines the surveillance quality. In [10], we
proposed to link a sensor’s frame capture rate to the sizs of i
cover set. In our approach we define two classes of applitatio
high and low risk applications. This risk level can oscélat
from a concave to a convex shape as illustrated in Figure 4
with the following interesting properties:

ey v o Class 1 "low risk”, does not need high frame capture
rate. This characteristic can be represented by a concave
curve (figure 4 box A), most projections efvalues are
Fig. 3. Video sensing and coverage model gathered close to 0.
« Class 2 "high risk”, needs high frame capture rate. This

Random deployment of sensor leads to a high level of characteristic can be represented by a convex curve (fig-
redundancy. We define a cover §&;(v) of a video node as ure 4 box B), most projections aof values are gathered
a subset of video nodes such thigk;, ., (., (v"’s FoV area close to themax frame capture rate.
coversv's FoV areaCo(v) is then the set of all the cover sets
of nodew. Determining whether a sensor’s FoV is completely
covered or not by a subset of neighbor sensors is a time ‘ ‘ P h)
consuming task which is usually too resource-consuming for ’
autonomous sensors. The basic approach presented in [12]
is to use significant points of a sensor's FoV to quickly
determine cover sets that may not completely cover sensor
v's FoV but a high percentage of it. In the literature, most
of existing omni-directional sensing coverage works try to
construct disjoint sets of active nodes [13], [14], [15]6]1
In our case, we have the possibility that two or more cov-
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ers have some video nodes in common. Hence, selecting ) % cover sets ,,‘(,?;%)’
one cover also reduces the life time of the sensor it has
in common with another cover. In figure 3(right) we have Fig. 4. The Behavior curve functions

Co(v) = {{v},{v1,v4,v6},{va,vs5,v6}}. [17] showed that

this method has very good accuracy in terms of percentage

of coverage and extensions have been proposed to handiye proposed in [10] to use a Bezier curve to model the 2

heterogeneous AoV and very small AoV. application classes. The advantage of using Bezier cus/es i

that with only three points we can easily define a ready-#-us

convex (high risk) or concave (low risk) curvBy, Py, andPs.

Py(0,0) is the origin point,P; (bs, b,) is the behavior point

A. Risk-based scheduling with Bezier curves and P, (h, hy) is the threshold point wherk, is the highest
Once every sensor has broadcasted its posifloand its COver cardinality and:, is the maximum frame capture rate

line of sight V' to its neighbors and have then constructed d€termined by the sensor node hardware capabilities.

possible covers{o(v)) that satisfy its local coverage objective As also illustrated in Figure 4, by moving the behavior
(e.g. covering its FoV area), the scheduling of nodes cambegpoint P, inside the rectangle defined ki, and P, we are
The cover sets are sorted by increasing cardinality order.able to adjust the curvature of the Bezier curve, therefore
needed, sensors could also estimate the percentage ohgeveadjusting the risk levet® introduced in the introduction of this
of each cover set by using a random sampling. paper. According to the position of poif; the Bezier curve

At startup, every node is active and waits to receive statudll morph between a convex and a concave form. Interested
packets from its neighbors. When a video nadeceives the readers can refer to [10] for more details on the modified
status of a neighbar, it addsw,, to the set of active neighborsBezier curves definitions. Table | shows the corresponding
and tests whether there is one coverGet(v) in Co(v) thatis capture rate for some relevant values 8t The cover set
included in the set of active neighbors. Every node ordesis thcardinality |Co(v)| € [1,12] and the maximum frame capture
cover sets according to their cardinality, and gives piyoio  rate is set to 3fps.

Ill. RISK-BASED SCHEDULING OF RANDOMLY DEPLOYED
NODES WITH COVER SETS
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of [22] so both coverage and connectivity are considered.

é :(l)i ;22 ég :éi 35 :gg fi fi 1% %:‘11 ;:g g Additionally, our formulation fits the case of heterogengou
6 .36] 69 1.0 1.3 1.5 1.8 2.0 2.2 2.4 2.6 2.8 3 networks where video and scalar nodes coexist. Nodes may
9] 1.1] 1.6 1.9 2.2 2.4] 2.5 2.7 2.8 2.9 29 3 | 3 have different types of energy supplies (traditional batte
TABLE | solar or wind energy, etc.). Energy levels at nodes can be
CAPTURE RATE IN FPS WHENP21S AT (12,3). considered in the model so the network lifetime is increased
B. Dynamic risk-based scheduling A. Network Model

Given the model described above, it is quite easy to varyDuring the position broadcast phase described previously,
the risk level during the network lifetime. The purpose is t§UPPOrt for mobility optimization can be provided by ex-
only set the surveillance network in an alerted mode (higRnding the neighbors broadcast to allow the sink(s) to get
risk value) when needed, i.e. on intrusions. For instanie, the position of all mobile nodes in the field which will be
nodes could start with a risk leve? = 0.1 and when a sensor réPresented by a two-dimensional griffy(x N2). Therefore
node detects an intrusion, it would send an alert message?toSensor nodes positions are then assumed to be known and
its neighbors and would increase its own risk level-fo= are given by a boolean matrik:

0.9. Alerted nodes will then also increase their risk level to

r® = 0.9. Alerted nodes will run at a high risk level for an 1 if there is a sensor at positiq, ;)
alerted period before going back t8 = 0.1. Pij = : (1)
P going 0 otherwise
IV. INTRODUCING SENSOR MOBILITY where0 < i < Ny —1and0 < j < N, — 1. The

When some areas of the field are not or become uncoveragétwork can be heterogeneous to contain video and scalar
the mission of the entire network may be affected especiafgnsors with different energies and processing powgrs:, ;-
when the uncovered area is security critical. Connectifity IS the amount of energy needed to transmit a 1-bit message by
its part, allows the different sensors to be able to reach eatsensor located &, j) and to be received by the one located
other as well as the sink (central controller or a gatewagkl at (i',j") and can be estimated using [23]:
of connectivity could create unconnected sets in the nd¢wor
leading to some sensors to be unable to reach the sink. Cijiir,jt = @5 (2 X Eetec + €amp X dij 1 1) (2

Due to connectivity and coverage issues, nodes have to bg e d; » o is the distance between the two sensors
placed carefully when deployed in the network field accaydin .ateq at(%J,ﬂj)Jand (i',§') positions, Eu.. is the dissipated
to the target application. Good coverage and strong CONRECharqy by the radio to run the transmitter or the receiver
ity can be achieved through careful planning of node d%iticircuitry and e, is the required energy by the transmit
and fields of view so the network topology can be defin plifier. We intlr)oduced a parameter;, 0 < a;; < 1,
before startup [18][19]. However, this is impossible toiae®  yefineq on a per sensor basis in order to individually comside

In randomly deployed n_etworks. Moreover, a Sensor netwol!'ll]ge energy capacities of each sensor node. For instance, a
is dynamic by nature since sensors stop working when thgy, ;e node with solar cells can be assignechan close to
exhaust their on-board energy supply. In a dynamic, hostile;ng 3 node with a low energy level at a given time (possibly

or hard-to-access environment, there is a need to be ablg,tg, ubiquitous energy) can be assigned @n; close tol
dynamically redeploy the network such that the applica$iongensors in the network can have different énergy capacities

requirements in terms of coverage and connectivity coetiou They can operate on batteries or even use energy extracted

be met while saving energy. This is what we call On-dematigy, the environment, such as solar energy or vibrationis Th
repositioning. In [20] for instance, sensor's ability 10 VB0 o ot mean that the energy could become infinite [24] since

is used to distribute them as evenly as possible in the regifgesting energy can not be possible all the time and could
so coverage is achieved within the shortest time duratiah age g ficient to provide sensors mobility for instance.

with minimal overhead. A survey on node placementin WSN |, our network model, some nodes have locomotion capa-

can be_ found in [21]. o . bilities so they are able to move. Their positions can be know
In this paper, we explore the possibility of having locomoq, ks to the mobility matrixB(N; x No):

tion capabilities at some sensors so they are able to nijve |
The aim of this work is to save the overall communication ) . )
energy in a video session by allowing mobile nodes to move.; . _ 1 if the sensor at location(i, j) is mobile 3)
Even if mobility cost may be higher than communication, 0 otherwise
moves can be justified by preserving coverage and conrigetivi o point(i, j) to (¢, j) in the sensor field, the
in the network. Moreover, moves are generally performegton] .. , .
L . ’ ~7 . required energy is noted; ; - ; and assumed to drain much

once, at the beginning of a session, so video applications I o :

: . mpre energy compared to communication cost per bit for the
characterized by their large amount of data can have a sma . .

o . o .~ same distances, that is,

mobility cost as the video duration increases. Our appréach

based on linear programming where we extended the work Vi, 3,1 5" s m g/ ciga g =p > 1



: . . TABLE I
In order to cover a given region or to avoid obstacles, a NOTATIONS: PARAMETERS

video sensor with locomotion facility may move mainly as a
response to a sink request. However, a video sensor is adsune—s nUmber of sensor nodes.
to stay at its location for the whole session when it begin$ N; x No | sensor field dimensions.

capturing/transmitting images. Since there is a big amount ¥ matrix position:p; ; = 1 if there is a node ati, j).

. . . . 1 d; ;. | the distance between sensors locategi,gt) and (', 5).
of data to be transmitted in a video session and assuming *7*"
that the transportation path is provided from the network B mobility matrix: b; ; = 1 if node at (s, j) is able to
layer, a relatively long schedule of messages send/receiye move.
can be obtained. We note bY, the number of messages to & number of bits per message.
be transmitted.S and R are the transmission and reception L number of messages to send.
matrices respectively before move whesg;; = 1 if node

R S transmission matrix before move; ;; = 1 if node at

at position (i, j) (before moving) sends th&" message to

another node and; ;; = 1 if node at position(s, j) (before

moving) receives thé’” message from another node. Each R reception matrix before moves ;,; = 1 if node at(¢, )

sensor node has a radio communication rangevhich is (before moving) receives thé" message] <1 < L.

. . . . . oy weight given to node located &, j).

fixed and can not be varied during the video session. 0 ratio of mobility to communication per bit cosp: > 1
Finally, we assume that each sensor node is able to sense € communication energy matrix; ; ./ ;- is the required

I . . . . energy to send a 1-bit message by a sensor located at
within a disk of constant radius, and introduce the notion (i,5) and to be received by the another one located at

(i, 5) (before moving) sends tH&"* messagel <1 < L.

of coverage degree. Notedd,, it is the number of redundant (&, 5").
sensors that cover a given area. For video sensors, we aim|to M mobility efnefgy matrixim,,; i/ ;¢ IS the required energy
obtain asoft video coverage as opposed hiard coverage. a to move from point(z, j) to (<", j°)-
video sensor is able to move when there is another node to ., communication radio range of the different sensors.
replace it even if it is not a video sensor and can not insurg e Sens_'“% (SOVETagef) radius of each sensor.
the same service degree (rich video capture). Neverthétess & required degree of coverage.
can contribute in covering the sensor field by sensing other
physical (scalar) phenomenon such as movement deteation. | TABLE 11l
a hard video coverage however, a video sensor moves only if NOTATIONS: VARIABLES
there is another video sensor that it is able to replace tén t
coverage of a given zone. S | sending matrix after moves; ;; = 1 if node at (s, 5)
. . . . h h
Notations and different parameters and variables usedsn th gﬁgr la<mL°)"e) sends the" message to any other nodg,
paper are listed in tables Il and III. R | reception matrix after move’p; ;, = 1 if node at(i, j)
(after a move) receives thé" message from any other
B. Problem Formulation node, ( <1< L). _
) ) ) A | movement matrixd; ; ,» ;» = 1 if node at(s,j) moves
In this section, we present our formulation to the problem of to optimal location(z’, j’f
minimizing energy through mobility while preserving coene SR | sendireceive matiix after mover; gl = if (after
. . . move) node(i, j) takes part in the communlcat|on qf
tivity and coverage in our relatively heterogeneous nekwor message numbet and sends it to a node located At
as described in the previous section. The problem can be (,4), 1 <1< L.
formulated as an integer linear program (ILP) as follows:
minimize
Ni—1Ng—1N;—1Ny—1
E =D D D D i X Mgy / /
i=0 j=0 i'=0 j/=0 Vi € 0..N» —1,Vj € 0..Na — 1,Vl € 1..L,
N;—1No—1N;—1Ns—1 L Nj—1Nz—1
+ Z Z Z Z Zsri,j,i’,j',l xkxcjiy  (4) Tt g1 = Z Z i j,it g7 X Tigi (1)
i=0 j=0 /=0 j'=0 l=1 =0 j=0
subject to
Vi’ € 0.N; — 1,V € 0..No — 1,Vl € 1..L,
Ni—1Ng—1
Ni1—1Ng—1 .
Vi€e0.Ni —1,Vj€0.No—1, > > iy =pij (5) it gl = Z Z 0ij,i7,50 X Sijil (8)
/=0 j/=0 =0 =0
Ni—1Ny—1 . .
Vi’ € 0Ny —1,¥5' € 0.Ns — 1, Z Z Siswy <1 (6) Vi € 0..N1 — 1,V5 € 0..N2 — 1,

i—0 =0 (Pii = 1) A(bij =0) = iy =1 9)



Vi€ 0.Ny —1,¥j € 0.Ny — 1,V € 1..L,
Ny—1Ns—1

Z Z ST 5.4 /1 = 8.7;7]'71 with di,j,i’,j’ <7 (10)

/=0 j'=0

Vi€ 0.N;, —1,¥j € 0.Ny — 1,Vl € 1..L,

Ni—1Nao—1
Z Z ST 37 il = ’f‘iyjyl with di,j,i’,"’ S Te (11) )
i'=0 j’=0
(a) (b)
Vie0.Ny —1,Vj € 0.N2 — 1, Fig. 5. lllustrative Example: coverage and connectivitystoaints

N1—1Ny—1Nj—1Ny—1

SN by 2 de (12)

=0 j=0 /=0 j'=0 sources can achieve the sink in one hop. Additionally, trdeno
With (i > i—r ) AW < i+r)AG > j—r)AG < j+r) Al £ located at_(3,7) moves to position(2,7) so the problem of
2)V (j # y)) where (z,y) is the sink coordinates. coverage is solved (p0|p($),8) and(0,9) become covered). _

The consumed energy is also reduced (for one message with
where E is the overall consumed energy including both024 bits,401m.J is consumed instead d03m.J).

communication and movement cost ahds the number of
bits per transmitted packet. The different joined constsi V. SIMULATION RESULTS
are explained below: A. Risk-based scheduling

(5): a node can move to any non-occupied place and a movegcor  all the risk-based scheduling simulations
can only take place from an occupied position in the networke used the OMNET++ discrete event simulator

(6): any move to a non-occupied position is performed bittp://www.omnetpp.org)150 sensor nodes are randomly
only one node; otherwise this latter stays in its initialifos. deployed in a75m * 75m area. Sensors have 86° AoV, a

(7) and (8) give expressions ¢f and R, the emission and DoV of 25m and communication range of 30m. Each sensor

reception matrices respectively after move. node captures with a given number of frames per second
(9): a non mobile node located @t j) (i.e. b; ; = 0) stays (between 0.01fps and 3fps) according to the model defined
at its initial position. in figure 4. Nodes with 12 or more cover sets will capture

(10) and (11) are the connectivity constraints. A message the maximum speed. Simulation ends when there are no
m is sent by one node and received by only one node (unicastive nodes anymore.
communication). Moreover two nodes can not communicatel) Satic risk-based scheduling: We ran simulations for 9
unless they are in each other radio range. The distarleeels of risk, fromr® = 0.1 to »® = 0.9. The corresponding
between the two nodes (after move) is less or equal to tbapture rates are those shown in table I. With 150 nodes, the
communication radio range [22]. percentage of coverage of the initial area is very close to

(12) is the coverage constraint. Each position in the field 190% of the initial area. Nodes with high capture rate will
covered by at leasi. nodes to satisfy the required coveragaese more battery power until they run out of battery (initial
degree. A node moves to positiqif, ;) from another one battery level is 100 units, 1 captured image consumes 1 unit)

(¢”,4") or it stays at its initial position i.ei’ = i” andj’ = but according to the scheduling model nodes with high captur
j". Position (i, j) must be in the zone covered by the sensoate are also those with large number of cover sets. Note that
located at(i’, j/). it is the number of valid cover sets that defines the capture

lllustrative Example: we consider a field0 x 10 where rate and not the number of cover sets found at the beginning

20 sensor nodes are deployed as depicted by Figure 5(a) waftthe cover sets construction procedure. Figure 6 shows the
4 sources (at3,7), (4,5), (1,5) and(8, 8) willing to transmit mean stealth time (MST) wherf is varied froms° = 0.1
one message each to the sink. Taking= 2, each sensor to * = 0.9 by 0.1 increments. The stealth time is the time
node covers in addition to its own position, the 24 neightpri during which an intruder can travel in the field without being
ones: the node located &, 7) covers the square area withinseen. The first intrusion starts at time 10s at a random pasiti
the dotted boundary as shown in Figure 5. In this sensor fieid,the field. The scan line mobility model is then used with a
positions(0, 8) and(0, 9) are not covered. We assume that theonstant velocity of 5m/s to make the intruder moving to the
communication radio range, = 4 and that communicationsright part of the field. When the intruder is seen for the first
are only possible in single hop (there is no underlying rayti time by a sensor, the stealth time is recorded and the MST
protocol). All sources can not reach the sink in one hop. computed. Then a new intrusion appears at another random

After applying our optimization program, all source nodeposition. This process is repeated until the simulatiorsefrd
as well as the sink move as shown by dashed arrows in Figtigure 6, the higher the risk level, the smaller the MST and
5(b). In this way, the required connectivity is satisfied Bthee the network lifetime.
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20% of nodes are mobile

and depending on the experiment, one to seven sources are
randomly chosen in the field. Paths from each source to the
sink are generated using MFR (Most Forward within Radius)
[28]. Each source is assumed to capture and transmit a 10-
second video sequencEdll Monitor [29]). Data packets are
assumed to have 1024 bits of payload. Information abouspath
amount of data to be transmitted and the size of packets allow
o ] ‘ us to generate the corresponding communication schedule
me (secon) required as an input of our ILP. For the energy model, we put
Fig. 7. Mean stealth time. Dynamic schedulindg® increases from 0.1 to n equatlon () Eetec = 507“_“_]/[)” andeqp, = 0.1nJ/bit/m?.
0.9 on intrusion. Figure 8 plots the mobility to the overall consumed energy
ratio as a function of video duration for different values of
2) Dynamic risk-based scheduling: With the same network - In this scenario, 20% nodes have locomotion facilities and
topology than the previous simulations, we set the initisk r only one source is transmitting. The overall consumed gnerg
level of all nodes tor® = 0.1. When a sensor node detectdncludes energy required by nodes to move to their optimal po
an intrusion, it sends an alert message to its neighbors &#éPns and the consumed energy due to transmitting/rgeiv
increases its risk level to° = 0.9. Alerted nodes will then data packets. We can see that if we increagéll 100,000)
also increase their risk level td = 0.9. Both the node that SO the mobility cost is much higher than the communication
detects the intrusion and the alerted nodes will run at a higRe and even for a small video duration (0.1 second for
risk level for an alerted period’ notdd,, before going back to instance), mObI'Ity cost is at most about 18% of the overall
0 = 0.1. Nodes may be alerted several times but an alrea@@nsumed energy. It is also to notice that the share of ntybili
alerted nodes will not increase i3 value any further in this in overall energy consumption decreases with sessionidarat
simple scenario. Figure 7 shows the MST whEnis varied In fact, the longer the video session, the larger the amotint o
from 5s to 60s. Wheff, is high, the stealth time is small butdata to deliver. As a result, the communication cost in@sas
the network lifetime decreases dramatically. However, ere ccompared the mobility one where moves are performed only
also see that this simple dynamic scenario already succe€fse at the beginning of a session.
in reducing the MST while increasing the network lifetime In order to assess the gain obtained thanks to nodes mobility
when compared to the static scheduling that provides the sawe plot curves of Figure 9 showing the amount of energy (in
level of service. For instance tHE, = 20s case that gives a Joules) saved when applying our optimization problem as a
MST very close to 1.5s (below 1s most of the time) lasts féunction of video duration for different densities of mabil
1300s while an equivalent level of service needs a risk leveddes in the field. We can see that the amount of saved energy

of r% = 0.6 which only lasts for 540s. is higher for larger number of mobile nodes. Furthermore,
N when the video session duration increases, saved energy is
B. Sensor mobility also increased. This confirms results obtained and obsémved

In order to get some insight into the benefit of mobility td=igure 8. The amount of energy saved allows for augmenting
save energy in a WVSN, our formulated problem was cod#ge lifetime of the entire network.
using AMPL (A Mathematical Programming Language) [25] Finally, we varied the number of transmitting sources from
and solved using the CPLEX solver [26] on NEOS server [27].to 7 and reported the amount of saved energy for different
We consider the case of a grid of dimensidnx 10 where video streaming durations ranging from 1 to 5 minutes. Fégur
40 nodes among which a given ratio is assumed to be mobil®, plots this saved energy and shows, once again, that when
are randomly placed. The sink is located at position0) increasing the video duration, the saved energy increases.
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